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0.1 About this Book

THE AIM OF THIS BOOK

Mathematics knows two directions - analysis and algebra - and any math-
ematical discipline can be weighted how analytical (resp. algebraical) it is.
Analysis is characterized by having a notion of convergence that allows to
approximate solutions (and reach them in the limit). Algebra is character-
ized by having no convergence and hence allowing finite computations only.
This book now is meant to be a thorough introduction into algebra.

Likewise every textbook on mathematics is drawn between two pairs of
extremes: (easy understandability versus great generality) and (complete-
ness versus having a clear line of thought). Among these contrary poles we
usually chose (generality over understandability) and (completeness over a
clear red line). Nevertheless we try to reach understandability by being very
precise and accurate and including many remarks and examples.

At last some personal philosophy: a perfect proof is like a flawless gem -
unbreakably hard, spotlessly clear, flawlessly cut and beautifully displayed.
In this book we are trying to collect such gemstones. And we are proud to
claim, that we are honest about where a proof is due and present complete
proofs of almost every claim contained herein (which makes this textbook
very different from most others).

THIS BOOK 1S WRITTEN FOR

many differen kinds of mathematicans: primarily is meant to be a source of
reference for intermediate to advanced students, who have already had a first
contact with algebra and now closely examine some topic for their seminars,
lectures or own thesis. But because of its great generality and completeness
it is also suited as an encyclopedia for professors who prepare their lectures
and researchers who need to estimate how far a certain method carries.
Frankly this book is not perfectly suited to be a monograph for novices to
mathematics. So if you are one we think you can greatly profit from this
book, but you will propably have to consult additional monographs (at a
more introductory level) to help you understand this text.

PREREQUISITES

We take for granted, that the reader is familiar with the basic notions of
naive logic (statements, implication, proof by contradiction, usage of quan-
tifiers, ... ) and naive set theory (Cantor’s notion of a set, functions, parially
ordered sets, equivalence relations, Zorn’s Lemma, ...). We will present a
short introduction to classes and the NBG axioms when it comes to cate-
gory theory. Further we require some basic knowledge of integers (including
proofs by induction) and how to express them in decimal numbers. We will
sometimes use the field of real numbers, as they are most propably well-



known to the reader, but they are not required to understand this text.
Aside from these prerequesites we will start from scratch.

Topics COVERED

We start by introducing groups and rings, immediatly specializing on rings.
Of general ring theory we will introduce the basic notions only, e.g. the
isomorphism theorems. Then we will turn our attention to commutative
rings, which will be the first major topic of this book: we closely study
maximal ideals, prime ideals, intersections of such (radical ideals) and the
relations to localisation. Further we will study rings with chain conditions
(noetherian and artinian rings) including the Lasker-Noether theorem. This
will lead to standard topics like the fundamental theorem of arithmetic. And
we conclude commutative ring theory by studying discrete valuation rings
and Dedekind domains.

Then we will turn our attention to modules, including rank, dimension
and length. We will see that modules are a natural and powerful generalisa-
tion of ideals and large parts of ring theory generalize to this setting, e.g. lo-
calisation and primary decomposition. Module theory naturally leads to
linear algebra, i.e. the theory of matrix representations of a homomorphism
of modules. Applying the structure theorems of modules (the theorem of
Priifer to be precise) we will treat canonical form theory (e.g. Jordan normal
form).

Next we will study polynomials from top down: that is we introduce
general polynomial rings (also known as group algebras) and graded alge-
bras. Only then we will regard the more classical problems of polynomials
in one variable and their solvability. Finally we will regard polynomials in
sevreral variables again. Using Grobner bases it is possible to solve abstract
algebraic questions by purely computational means.

Then we will return to group theory: most textbooks begin with this
topic, but we chose not to. Even though group theory seems to be elementary
and fundamental this is notquite true. In fact it heavily relies on arguments
like divisibility and prime decomposition in the integers, topics that are
native to ring theory. And commutative groups are best treated from the
point of view of module theory. Never the less you might as well skip the
previous sections and start with group theory right away. We will present
the standard topics: the isomorphism theorems, group actions (including
the formula of Burnside), the theorems of Sylow and lastly the p-g-theorem.
However we are aiming directly for the representation theory of finite groups.

The first part is concluded by presenting a thorough introduction to what
is called multi-linear algebra. We will study dual pairings, tensor products
of modules (and algebras) over a commutative base ring, derivations and
the module of differentials.



Thus we have gathered a whole buch of seperate theories - and it is
time for a second structurisation (the first structurisation being algebra
itself). We will introduce categories, functors, equivalency of categories,
(co-)products and so on. Categories are merely a manner of speaking -
nothing that can be done with category theory could not have been achieved
without. Yet the language of categories presents a unifying concept for all
the different branches of mathematics, extending far beyond algebra. So
we will first recollect which part of the theory we have established is what
in the categorial sense. And further we will present the basics of abelian
categories as a unifying concept of all those seperate theories.

We will then aim for some more specialized topics: At first we will study
ring extensions and the dimension theory of commutative rings. A special
case are field extensions including the beautiful topic of Galois theory. After-
wards we turn our attention to filtrations, completions, zeta-functions and
the Hilbert-Samuel polynomial. Finally we will venture deeper into number
theory: studying valuations theory up to the theorem of Riemann-Roche for
number fields.

Torics NOT COVERED

There are many instances where, dropping a finiteness condition, one has to
introduce some topology in order to pursue the theory further. Examples
are: linear algebra on infinite dimensional vector-spaces,representation the-
ory of infinite groups and Galois theory of infinite field extensions. Another
natural extension would be to introduce the Zariski toplogy on the spectrum
of a ring, which would lead to the theory of schemes directly. The scope
of this text is purely algebraic and hence we will stop at the point where
toplogoy sets in (and give hints for further readings only).

THE TwoO PARTS

Mathematics has a peculiarity to it: there are problems (and answers) that
are easy to understand but hard to prove. The most famous example is
Fermat’s Last Theorem - the statement (for any n > 3 there are no non-
trivial integers (a,b,c) € Z3 that satisfy the equation a™ + b" = ") can
be understood by anyone. Yet the proof is extremely hard to provide. Of
course this theorem has no value of its own (it is the proof that contains
deep insights into the structure of mathematics), but this is no general rule.
E.g. the theorem of Wedderburn (every finite skew-field is a field) is easy and
useful, but its proof will be perfomed using a beautiful trick-computation
(requiring the more advanced method of cyclotomic polynomials).

Thus we have chosen an uncostomary approach: we have seperated the
truth (i.e. definitions, examples and theorems) from their proofs. This en-
ables us to present the truth in a stringent way, that allows the reader to
get a feel for the mathematical objects displayed. Most of the proofs could



have been given right away, but in several cases the proof of a statement can
only be done after we have developped the theory further. Thus the sequel
of theorems may (and will) be different from the order in which they are
proved. Hence the two parts.

OUR BEST ADVICE

It is a well-known fact, that some proofs are just computational and only
contain little (or even no) insight into the structure of mathematics. Others
are brilliant, outstanding insights that are of no lesser importance than the
theorem itself. Thus we have already included remarks of how the proof
works in the first part of this book. And our best advice is to read a section
entirely to get a feel for the objects involved - only then have a look at the
proofs that have been recommended. Ignore the other proofs, unless you
have to know about them, for some reason. At several occasions this text
contains the symbols () and (H) . These are meant to guide the reader in
the following way:

(¢) As we have assorted the topics covered thematically (paying little at-
tention to the sequel of proofs) it might happen that a certain example
or theorem is beyond the scope of the theory presented so far. In this
case the reader is asked to read over it lightly (or even skip it entirely)
and come back to it later (when he has gained some more experience).

(H) On some very rare occasions we will append a theorem without giving
a proof (if the proof is beyond the scope of this text). Such an instance
will be marked by the black boxr symbol. In this case we will always
give a complete reference of the most readable proof the author is
aware of. And this symbol will be hereditarily, that is once we use
a theorem that has not been proved any other proof relying on the
unproved statement will also be branded by the black box symbol.



0.2 Notation and Symbols

Conventions
We now wish to include a set of the frequently used symbols, conventions
and notations. In particular we clarify the several domains of numbers.

e First of all we employ the nice convention (introduced by Halmos) to
write iff as an abbreviation for if and only if.

e We denote the set of natural numbers - i.e. the positive integers in-
cluding zero - by IN := {0,1,2,3,...}. Further for any two integers
a,b € 7, we denote the interval of integer numbers ranging from a to
bbya...b:={keZ|a<k<b}.

e We will denote the set of integers by Z = INU (—IN), and the rationals
by Q = {a/b|a,beZ,b#0}. Whereas Z will be taken for granted,
Q will be introduced as quotient field of Z.

e The reals will be denoted by R and we will present an example of how
they can be defined (without proving their properties however). The
complex numbers will be denoted by C = {a+ib|a,b € R} and we
will present several ways of constructing them.

e () We will sometimes use the Kronecker-Symbol §(a,b) (in the liter-
ature this is also denoted by d,), which is defined to be

1 ifa=0b
0(a,8) = dap ‘_{o it a#b

In most cases a and b € Z will be integers and 0, 1 € Z will be integers,
too. But in general we are given some ring (R, +,-) and a, b € R. Then
the elements 0 and 1 € R on the right hand side are taken to be the
zero-element 0 and unit-element 1 of R again.

e We will write A C X to indicate that A is a subset of X and A C X
will denote strict inclusion (i.e. A C X and there is some x € X with
x ¢ A). For any set X we denote its power set (i.e. the set of all its
subsets) by P(X) := {A]|A C X}. And for a subset A C X we
denote the complement of A in X by CA := X \ A.

e Listing several elements x1,...,z, € X of some set X, we do not
require these x; to be pairwise distict (e.g. 1 = z2 might well happen).
Yet if we only give explicit names x; to the elements of some previously

given subset A = {z1,...,2, } € X we already consider the x; to be
pairwise distinct (that is z; = x; implies ¢ = j). Note that if the
x; (not the set {xi1,...,x,}) is given then {z1,...,z, } may hence

contain fewer than n elements!



e Given an arbitary set of sets A one defines the grand union | J.A and
the grand intersection [).A to be the set consisting of all elements a
that are contained in one (resp. all) of the sets A € A, formally

JA = {a|3AcA:ac A}
(A = {a|VAcA:ac A}

Note that [.A only is a well-defined set, if A # ) is non-empty. A well-
known special case of this is the following: consider any two sets A and
B andlet A:={A,B}. Then AUB =|JAand AN B =()A. This
notion is just a generalisation of the ordinary union and intersection
to arbitary collections of sets A.

e If X and Y are any sets then we will denote the set of all functions
from X to Y by F(X,Y) =YX = {f|f: X —Y}. And for any
such function f : X — Y : 2 — f(z) we will denote its graph by
(note that from the set-theoretical point of view f is its graph)

I(f) = {(@f@)]eeX} € XxY

e Once we have defined functions, it is easy to define arbitary carthesian
products. That is let I # () be any non-empty set and for any i € I let
X; be another set. Let us denote the union of all the X; by X, that is

X = JX; = {z|Fiel:zeX;}
i€l
Then the carthesian product of the X; consisits of all the functions

x : I — X such that for any ¢ € I we have x; := z(i) € X;. Note that
thereby it is customary to write (x;) in place of z. Formally

[[% = {e:T-X:iow|VielineX}
il
e Let X # () be a nonempty set, then a subset of the form R C X x X
said to be a relation on X. And in this case it is customary to write

xRy instead of (z,y) € R. This notation will be used primarily for
partial orders and equivalence relations (see below).

e Consider any nonempty set X # () again. Then a relation ~ on X is
said to be an equivalence relation on X, iff it is reflexive, symmetric
and transitive. Formally that is for any x, y and z € X we get

T~y = Yy~
T~y Y~z = T ~Z

10



And in this case we define the equivalence class [x] of x to be the set of
all y € X being equivalent to z, that is [z] :={y € X |z ~y}. And
the set of all equivalence classes is denoted by X/~ :={[z] |z € X }.
Example: if f: X — Y is any function then we obtain an equivalence
relation ~ on X by letting z ~ y <= f(z) = f(y). And the
equivalence class of x € X is just the fiber [z] = f~1(f(x)).

Consider a nonempty set X # () once more. Then a family of subsets
P C P(X) is said to be a partition of X, iff for any P, Q € P we
obtain the statements

x = |r
P # 0
P£Q = PnQR=10

Example: if ~ is an equivalence relation on X, then X/~ is a partition
of X. Conversely if P is a partition of X, then we obtain an equivalence
relation ~ on X by letting z ~y <= dJP&cP:x € Pandye€ P.
Hence there is a one-to-one correspondence between the equivalence
relations on X and the partitions of X given by ~ — X/~.

Consider any nonempty set I # (), then a relation < on I is said to be
a parial order on I, iff it is reflexive, transitive and anti-symmetric.
Formally that is for any ¢, j and k € I we get

i=j = i<j
i<j,j<k = i<k
i<jj<i — i=j
And < is said to be a total or linear order iff for any i, j € I we
also get i < j or j < ¢ (that is any two elements contained in I can
be compared). Example: for any set X the inclusion relation C is a

partial (but not linear) order on P(X). If now < is a linear order on
I, then we define the minimum and mazimum of ¢, j € I to be

o [ioifi<y g oifi<y
vAg = {j ifj < o= {z ifj<i

Now consider a partial order < on the set X and a subset A C X.
Then we define the set A, of minimal respectively the set A* of mazx-
tmal elements of A to be the following

A, = {a,€A|VaeA:a<a, = a=ua,}
A" = {a"€A|VaeAd:a"<a = a=ad"}

11



And an element a, € A, is said to be a minimal element of A. Likewise
a* € A* is said to be a maximal element of A. Note that in general
it may happen that A has several minimal (or maximal) elements or
even none at all (e.g. N, = {0} and IN* = ()). For a linear order
minimal (and maximal) elements are unique however.

Finally < is said to be a well-ordering on the set X, iff < is a linear
order on X such that any non-empty subset A C X has a (already
unique) minimal element. Formally that is

Vh#AC X Ja, € A suchthat Vae A:a,<a

Let X be any set, then the cardinality of X is defined to be the class
of all sets that correspond bijectively to X. Formally that is

|X| = {Y|3Jw:X — Y bijective }

Note that most textbooks on set theory define the cardinaltity to be
a certain representant of our | X| here. However the exact definition is
of no importance to us, what matters is comparing cardinalities: we
define the following relation < between cardinals:

|IX| < Y| <= 3J.:X —Y injective
<— dn:Y — X surjective

|1 X| = Y] <= 3Jw:X —Y bijective
— |X|<[Y| and Y] <|X]

Note that the first equivalency can be proved (as a standard excercise)
using equivalency relations and a choice function (axiom of choice).
The second equivalency is a rather non-trivial statement called the
equivalency theorem of Bernstein. However these equivalencies grant
that < has the properties of a partial order, i.e. reflexivity, transitivity
and anti-symmetry.

(&) We will introduce and use several different notions of substruc-
tures and isomorphy. In order to avoid eventual misconceptions, we
emphasise the kinds of structures regarded by applying subscripts to
the symbols < and < of substructures and = of isomorphy. E.g. we
will write R <; S to indicate, that R is a subring of S, @ <; R to
indicate that @ is an ideal of R and R =, S to indicate that R and S
are isomorphic as rings. Note that the latter is different from R =, S
(R and S are isomorphic as modules). And this did make sense, since
R <, S and hence R and S can be regarded as R-modules. We will
use the same subscripts for generated algebraic substructures, i.e. (o),
for rings, (e); for ideals and (e )., for modules.

12



s, t,u
U, v, W
x? y?z

a, B, v
L, K
A
0,0
Q? 0-77—

matrices, algebras and monoids

fields

groups and monoids

index sets

modules

subsets and substructures

rings (all kinds of)

vectorspaces, multiplicatively closed sets
arbitary sets

elements of rings

degree of polynomials, dimension
neutral element of a (group or) monoid
functions, polynomials and elements of algebras
integers and indices

natural numbers

residue classes

elements of further rings

polynomial variables

elements of vectorspaces

elements of groups and modules

multi-indices

(canonical) monomorphisms
eigenvalues

(canonical) epimorphisms
permutations
homomorphisms
isomorphisms

(fixed) finite set

ideals

other ideals
prime ideals
other prime ideals
maximal ideals
fraction ideals

13



0.3 Mathematicians at a Glance

In the following we wish to give a short list of several mathematicians who’s
names are attributed to some particular definition or theorem in honor of
their outstanding contributions (to the field of algebra). Naturally this list
is far from being exhaustive, and if any person has been omitted this is
solely due to the author’s uninformedness. Likewise it is impossible to boil
down an entire life to a few short sentences without crippling the biography.
Nevertheless the author is convinced that it would be even more ignorant to
make no difference between words like noetherian and factorial. This is the
reason why we chose not to say nothing about these avatars of mathematics.

e 777 Abel

o 777 Akizuki

e Emil Artin

e 777 Bernstein

e 777 Bézout

e 77?7 Brauer

e Nicolas Bourbaki (777?)
e 77?7 Cauchy

e 777 Cayley

e 777 Cohen

e 77?7 Dedekind

e 777 Euklid

e Evariste Galois

e 77?7 Fermat

e Carl Friedrich Gauss
e 77?7 Grobner

e David Hilbert

e 777 Hopf

e 777 Jacobi

e 777 Jacobson

14



777
7?77
?777?
777
7?7
?7?°7?
777
777

7?77

Kaplansky
Kronecker
Krull
Lagrange
Lasker
Legendre
Leibnitz
Nagata

Nakayama

Johann von Neumann

Isaak Newton

Emmy Noether

?77°7?
777
7?77
7?77
777

777

Ostrowski
Priifer
Pythagoras
Riemann
Schur

Serre

Bernd Sturmfels

?777?
777
7?77

777

Sylvester
Weber
Wedderburn

Weierstrass

André Weil

7?77
7?77

777

Yoneda
Zariski

Zorn
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Part I

The Truth



Chapter 1

Groups and Rings

1.1 Defining Groups

The most familiar (and hence easiest to understand) objects of algebra are
rings. And of these the easiest example are the integers Z. On these there
are two operations - an addition 4+ and a multiplication . Both of these
operations have familiar properties (associativity for example). So we first
study objects with a single operation o only - monoids and groups - as these
are a unifying concept for both addition and multiplication. However our
aim solely lies in preparing the concepts of rings and modules, so the reader
is asked to venture lightly over problems within this section until he has
reached the later sections of this chapter.

(1.1) Definition:

Let G # () be any non-empty set and o a binary operation on G, i.e. o is a
mapping of the form o : G x G — G : (z,y) — xy. Then the ordered pair
(G, 0) is said to be a monoid iff it satisfies the following properties

(A) Va,y,2€ G : z(yz) = (ay)z
(N) dee G Ve eG : ze =z = ex

Note that this element e € G whose existence is required in (N) then already
is uniquely determined (see below). It is said to be the neutral element
of G. And therefore we may define: a monoid (G, o) is said to be a group
iff any element x € G has an inverse element y € GG, that is iff

(I) VeeG JyeG : 2y = e = yx

Note that in this case the inverse element y of = is uniquely determined (see
below) and we hence write 27! := y. Finally a monoid (or group) (G, o) is
said to be commutative iff it satisfies the property

(C) Ve,yeG : zy = yx

17



(1.2) Remark:

e We have to append some remarks here: first of all we have employed a
function o : G x G — G. The image o(x,y) of the pair (z,y) € G x G
has been written in an unfamiliar way however

ry = o(z,y)

If you have never seen this notation before it may be somewhat start-
ling, in this case we would like to reassure you, that this actually is
nothing new - just have a look at the examples further below. Yet this
notation has the advantage of restricting itself to the essential. If we
had stuck to the classical notation such terms would be by far more
obfuscated. E.g. let us rewrite property (A) in classical terms

o(;c7 o(y, z)) = o( o(z,y), 2)

e It is easy to see that the neutral element e of a monoid (G,o) is
uniquely determined: suppose that another element f € G would sat-
isfy Ve € G : zf = ¢ = fz, then we would have ef = e by letting
x = e. But as e is a neutral element we have ef = f by (N) applied
with x = f. And hence e = f are equal, i.e. e is uniquely determined.
Hence in the following we will reserve the letter e for the neutral el-
ement of the monoid regarded without specifically mentioning it. In
case we apply several monoids at once, we will name the respective
neutral elements explictly.

e Property (A) is a very important one and hence it has a name of its
own: associativity. A pair (G, o) that satisfies (A) only also is called
a groupoid. We will rarely employ these objects however.

e Suppose (G, o) is a monoid with the (uniquely determined) neutral
element e € G. And suppose x € G is some element of G, that has
an inverse element. Then this inverse is uniquely determined: suppose
both y and z € G satisfy zy = e = yx and xz = e = zx. Then the
asociativity yields y = z, as we may compute

y = ye = ylxz) = (yx)z = ez = z

e Another important consequence of the associativity is the following:
consider finitely many elements xi,...,z, € G (where (G,0) is a
groupoid at least). Then any application of parentheses to the product
I1Z2 . ..T, produces the same element of G. As an example consider

r1(z2(374)) = T1((0273)74) = (T1(7273))74 = ((T172)T3)74
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In every step of these equalities we have only used the associativity
law (A). The remarkable fact is that any product of any n elements
(here n = 4) only depends on the order of the elements, not on the
bracketing. Hence it is costumary to omit the bracketing altogether,
i.e. we define

T1T9 ... Ty = <<$1$2)>l‘n e G

And any other assingment of pairs (without changing the order) to
the elements x; would yield the same element as z1zs...x,. A formal
version of this statement and its proof are given in part II of this book.
The proof clearly will be done by induction on n > 3, the foundation
of the induction precisely is the associativity.

Suppose (G, 0) is any groupoid, z € G is an element and 1 < k € IN,
then we abbreviate the k-times product of by z*, i.e. we let

% = zz...x (k— times)

If (G, 0) even is a monoid (with neutral element e) it is customary to
define 20 := e. Thus in this case z* € G is defined for all k € N. Now
suppose that z even is invertible (e.g. if (G, o) is a group), then we
may even define ¥ € G for any k € Z. Suppose 1 < k € N, then

e ()

In a commutative groupoid (G, o) we may even change the order in
which the elements x1,...,z, € G are multiplied. Le. if we are biven
a bijective map o : 1...n «—— 1... on the indices 1...n then we get

To(1)To(2) -+ To(n) = T1T2...Tn

The reason behind this is the following: any permutation ¢ can be
decomposed into a series of transpositions (this is intuitively clear: we
can generate any order of n objects by repeatedly interchanging two of
these objects). And any transposition can be realized by interchanging
adjacent objects only. But any transposition of adjacent elements
is allowed by property (C). A formal proof of this reasoning will be
presentd in part II again.
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(1.3) Example:

The most familiar example of a (commutative) monoid are the natural
numbers under addition: (IN,+). Here the neutral element is given to
be e = 0. However 1 € IN has no inverse element (as for any a € IN we
have a +1 > 0) and hence (N, +) is no group.

The integers however are a (commutative) group (Z,+) under addi-
tion. The neutral element is zero again e = 0 and the inverse element
of a € Z is —a. Thus IN is contained in a group N C Z.

Next we regard the non-zero rationals Q* := {a/b|0#a,be Z}.
These form a group under multiplication (Q*,-). The neutral element
is given to be 1 = 1/1 and the inverse of a/b € Q* is b/a.

Consider any non-empty set X # (). Then the set of bijective mappings
Sx := {0:X — X | 0 bijective } on X becomes a group under the
composition of maps (Sx, o). The neutral element is the identity map

e = 1 x and the inverse of ¢ € Sx is the inverse function o~ 1.

(&) A special case of the above is gl, E := { A € mat,, F | det E # 0}
the set of invertible (n x m)-matrices over a field (E,+,-). This is a
group (gl F,-) under the multiplication of matrices.

(1.4) Remark:
Consider a finite groupoid (G, o), that is the set G = { z1,...,z, } is finite.
Then the composition o can be given by a table of the following form

@) T €T NN Ip

1 | L1171 I1x2 ... T1Tp
Ty | 21 X2X2 ... XT2Tn
Tp | Tpnkl TpTa ... ITpdp

Such a table is also known as the Cayley diagram of G. As an example
consider a set with 4 elements K := { e, z,y, z }, then the following diagram
determines a group structure o on K ((K, o) is called the Klein 4-group).

N e 8 oo
e R o0
< N 088
SEECERSINSEENS
D 8w
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(1.5) Proposition: (viz. 237)
Let (G,o0) be any group (with neutral element e), x, y € G be any two
elements of G and k, | € Z. Then we obtain the following identities

e = €
-1
G
—1
(wy = yla!
k+1

In particular the inversion i : G «— G : x — z~! of elements is a self-
inverse, bijective mapping ¢ = i~! on the group G. If now 2y = yz do
commute then for any k € Z we also obtain

ry=yr = (zy)F=2"

(1.6) Proposition: (viz. 239)
Let (G, o) be a group with neutral element e € GG, then a subset P C G is
said to be a subgroup of G (written as P <, G) iff it satisfies

e € P
z,ye P — zxzyeP
reP = zleP
In other words P C G is a subgroup of G iff it is a group (P, o) under the

operation o inherited from G. And in this case we obtain an equivalence
relation on G by letting (for any z, y € G)

1

r~Yy <= y xeP

And for any z € G the equivalence class of x is thereby given to be the
coset zP := [x] = {ap | p € P}. We thereby define the index [G : P] of P
in G to be the following cardinal number

“Ip = Y.
[G:P] = ‘G/P‘

And thereby we finally obtain the following identity of cardinals which is
called the Theorem of Lagrange (and which means G «— (G/P) x P)

Gl = [G:P]|P|
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1.2 Defining Rings

In the previous section we have introduced an atomic component - groups
(and their generalisations monoids and groupoids). We have also introduced
some notation, that we employ whenever we are dealing with these objects.
We will glue two groupoids over the same set R together - that is we con-
sider a set equipped with two binary relations 4+ and - that are compatible
in some way (by distributivity). Note that we again write a + b instead of
+(a, b) and likewise a - b (or ab only) for -(a,b). These objects will be called
rings and we will dedicate the entire first part of this book to the study of
what structures rings may have.

(1.7) Definition:
Let R # () be any non-empty set and consider two binary operations + called
addition and - called multiplication on R

+ : RxR—R : (a,b)—a+Db
RxR—R : (a,b)—a-b

Then the ordered tripel (R, +, ) is said to be ringoid iff it satisfies both of
the following properties (A) and (D)

(A) (R,+) is a commutative group, that is the addition is associative and
commutative, admits a neutral element (called zero-element, denoted
by 0) and every element of R has an additive inverse. Formally

Va,bce R : a+(b+c¢) =

Ya,be R : a+b =b+a
J0e RVaeR : a+0 = a
Vae Rine R : a+n =0

(a+b)+c

Note that the zero-element 0 thereby is already uniquely determined
and hence the fourth property makes sense. Further, if we are given
a € R, then the element n € R with a +n = 0 is uniquely determined,
and we call it the negative of a, denoted by —a := n.

(D) The addition and multiplication on R respect the following distribu-
tivity laws, i.e. Va,b,c € R we have the properies

a-(b+c) = (a-b)+(a-¢)
(a+b)-¢c = (a-¢)+(b-c)
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(1.8) Definition:
In the following let (R,+,-) be a ringoid, then we consider a couple of
additional properties (S), (R) and (C), that R may or may not have

(C) The multiplication - on R is commutative, that is we have the property

Va,bce R : a-b = b-a

(S) The multiplication - on R is associative, that is we have the property

Va,b,ce R : a-(b-¢c) = (a-b)-c

(R) The multiplication - on R admits a neutral element 1, that is we have
dJleRVaceR : 1-a =a =a-1

Note that the neutral element 1 of R in this case already is uniquely
determined - it will be called the unit-element of R.

(F) Let us assume properties (S) and (R), then we define property (F):
every non-zero element R has an inverse element, that is

VO#a€eR JdicR : a-i =1 =1i-a

Note that 1 is given by (R) and due to (S) the element i € R is uniquely

determined by a. We call i the inverse of a, denoted by a~! := i.

Using these properties we define the following notions: let (R,+,-) be a
ringoid, then (R, +,-) is even said to be commutative resp. called a semi-
ring, ring, skew-field of even field, iff

commutative = (C)
semi-ring = (S)
ring = (S) and (R)
commutative ring <= (S), (R) and (C)
skew-field = (S), (R), (F) and 0 # 1
field <= (5), (R), (C), (F)and 0 # 1

NoOTA in the mathematical literature the word ring may have many different
meanings, depending of what topic a given text pursues. While some authors
do not assume rings to have a unit (or even not be associative) others assume
them to always be commutative. Hence it also is customary to speak of a
non-unital ring in case of a semi-ring and of a unital ring in case of a ring.
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(1.9) Remark:
Let (R, +,-) be a ringoid, then we simplify our notation somewhat by intro-
ducing the following conventions

The zero-element of any ringoid R is denoted by 0. If we deal with
several ringoids simultaneously then we will write Op to emphasise,
which ringoid the zero-element belongs to.

Analogously the unit element of any ring R is denoted by 1 and by 1
if we wish to stress the ring R. For some specific rings we will use a
different symbol than 1, e.g. 1 or 1.

In order to save some parentheses we agree that the multiplication - is
of higher priority than the addition +, e.g. ab+ ¢ abbreviates (a-b)+c.

The additive inverse is sometimes used just like a binary operation,
i.e. a — b stands shortly for a + (—b).

We have introduced the multiplicative inverse a~! of a and we use the
convention that the inversion is of higher priority, than the multipli-
cation itself, i.e. ab~! stands shortly for a - (b1).

If ai,...,a, € R are finitely many elements of R, then we denote the
sum and product of these to be the following

Zai = ((a1+a2)+...>+an
Ha,; = ((al-ag)-...)-an

Sk 1  fork>0
ka = 0 for k=0
Z-_kl(—a) for k <0

M,a fork>0
ab = 1 for k=0
[ (e  for k<0

For the definition of a* we, of course, required R to be a ring in the
case k = 0 and even that a is invertible (refer to the next section for
this notion) in the case k < 0.
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(1.10) Remark:

e Consider any ringoid (R, +, ), then the addition + on R is associative
by definition. Hence the result of the sum a; + - -- + a, € R does not
depend on the way we applied parentheses to it (cf. (1.2)). Therefore
we may equally well omit the bracketing in the summation, writing

n
ap+---+an, = E a;
i=1

The same is true for the multiplication - in a semi-ring (R, +,-). So
by the same reasoning we omit the brackets in products, writing

n
aj...an = Hai
i=1

e Yet by definition the addition + of a ringoid (R, +, ) also is commu-
tative. Thus the sum a; 4+ --- 4+ a,, € R does not even depend on
the ordering of the a; (refer to (1.2) again). Now take any finite set
Q) and regard a mapping a :  — R. Then we may even define the
sum over the unordered set §2. To do this fix any bijection of the form
o:1...n «— Q (in particular n := #Q). Then we may define

N 0 if Q=0
Z;m)r {Zdem if QA0

The same is true for the multiplication - in a commutative semi-ring
(R,+,). So given a :  — R and o as above we define (note that the
case ) = () even requires R to be a commutative ring)

N 1 it =0
gf‘(” - {H?la(o(z’» 0 0

e If ] is infinite but the set Q := {7 € I | a(i) # 0} is finite still we write
an infinte sum over all ¢ € I, that actually is defined by a finite sum

> a(i) = ) al)
i€l 1€Q

If R is a commutative ring and analogously Q:={i € I |a(i) # 1} is
finite then the same is true for the infinite product

[Ta() = JJa@)

el 1€
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1.3 Examples

(1.11) Example:

e The most well-known example of a commutative ring are the integers
(Z,+,-). And they are a most beautiful ring indeed - e.g. Z does not
contain zero-divisors (that is ab = 0 implies a = 0 or b = 0). And
we only wish to remark here that Z is an UFD (that is any a € Z
admits a unique primary decomposition) - this will be the formulated
and proved as the fundamental theorem of arithmetic.

e Now regard the set 2Z := {2a | a € Z } of even integers. It is easy to
see, that the sum and product of even numbers again is even. Hence
(2Z.,+,-) is a (commutative) semi-ring under the operations inherited
from Z. Yet it does not contain a unit element 1 and hence does not
qualify to be a ring.

o Next we will regard a somewhat strange ring, the so called zero-ring
Z. As a set it is defined to be Z := {0} (with 0 € Z if you wish).
As it solely contains one point 0 it is clear how the binary operations
have to be defined 0 + 0 := 0 and 0-0 := 0. It is esy to check that
(Z,+,+) thereby becomes a commutative ring in which 1 = 0. We will
soon see that Z even is the only ring in which 1 = 0 holds true. In
this sense this ring is a bit pathological.

e Now consider an arbitary (commutative) ring (R, +,-) and a non-
empty set I # (). Then the set R of functions from I to R can be
turned into another (commutative) ring (R, +, ) under the pointwise
operations of functions

Rl = {f|f:1—-R}
f+g: I —>R :i— f(i)+g(3)
fg:1—=R:i— f(i) g(i)

e Let X be any set and denote its power set by P(X):={A|A C X }.
And for any subsets A, B C X we define the symmetric difference
as AAB := (AUB)\(ANB) = (A\B)U(B\ A) C X. Thereby
(P(X),A,N) becomes a commutative ring with zero-element () and
unit element X. And if A C X is any subset, then the additive
inverse of A is just —A = A again.

e The next ring we study are the rationals (Q, +, -). It is well-known that
Q even is a field - if a/b # 0 then a # 0 and hence (a/b)~! = (b/a)
is invertible. We will even present a construction of Q from Z in a
seperate example in this section.
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e () Another well-known field are the reals (R,+,-). They may be
introduced axiomatically (as a positively ordered field satisfying the
supremum-axiom), but we would like to sketch an algebraic construc-
tion of R. Let us denote the sets of Cauchy-sequencies and zero-
sequencies over the rationals Q respectively

- VkeN3In(k)eN
C = {(Qn) gQVm,n>n(k) : ‘qn_Qm|<1/k }

- VkeN3dn(k)eN
y = {(Qn QVTL>TL )-’CIn|<1/k;}

Then C becomes a commutative ring under the pointwise operations
of mappings, that is (pn) + (¢n) = (Pn + gn) and (pn)(¢n) = (Pngn).
And § < C is a maximal ideal of C (cf. to section 2.1). Now the reals
can be introduced as the quotient (cf. to section 1.5) of C modulo 3

R := C/?j

As § has been maximal IR becomes a field. Thereby @ can be embed-
ded into R, as Q — R : ¢+ (¢). And we obtain a positive order on
R by letting (pn) +3 < (gn) +3 <= Im e NVn >m:p, < qp.
Note that this completion of @ (that is Cauchy-sequencies modulo
zero-sequencies) can be generalized to arbitary metric spaces. Its ef-
fect is that the resulting space becomes complete (that is Cauchy se-
quencies are already convergent). In our case this also guarantees the
supremum-axiom. Hence this construction truly realizes the reals.

e Most of the previous examples have been quite large (considering the
number of elements involved). We would now like to present an exam-
ple of a finite field consisting of precisely four elements F' = {0,1,a,b }.
As F is finite, we may give the addidion and multiplication in tables

o ~ O+
-8 ~ oo
QO
— O o Qe
O~ Q oo

Qe = O
OO O OO
Q= O
= o O
Q= O
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(1.12) Example:

Having introduced Z, QQ and the reals R we would like to turn our attention
to another important case - the residue rings of Z. First note, that the
integers Z allow a division with remainder (cf. to section 2.6). That is if we
let 2 <n € N and a € Z then there are uniquely determined numbers q € Z
and 7 € 0...(n — 1) such that

a = gn+r

Thereby r is called the remainder of a in the integer division of a times n.
Formally one denotes (which is common in programming languages)

adivn :=

amodn :=

And by virtue of this operation "mod” we may now define the residue ring
(Zin, +,-) of Z modulo n. First let Z,, := {0,1,...,n — 1} as a set. And if
a, b € Z,, then we define the operations

a+b = (a+b) modn
a-b = (a-b) modn

Thereby (Z,,+,-) will in fact be a commutative ring. And 7, will be a
field if and only if n is a prime number. We will soon give a more natrual
construction of Z,, as the quotient Z/nZ, as this will be far better suited to
derive the properties of this ring.

(1.13) Example:
Let (R, +,-) be an integral domain, that is R # 0 is a non-zero commutative
ring such that for any two elements a, b € R we have the implication

ab=0 =— a=0o0orb=0

Then we take to the set X := R x (R\ {0}) and obtain an equivalence
relation ~ on X by letting (where (a,u) and (b,v) € X)

(a,u) ~ (b,v) <= av=bu

If now (a,u) € X then we denote its equivalence class by a/u, and let us
denote the quotient set of X modulo ~ by Q. Formally that is

= {(byv)e X |av="Dbu}

{% ‘ a,beR,b#O}

L 21
i
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Thereby @) becomes a commutative ring (with zero-element 0/1 and unit
element 1/1) under the following (well-defined) addition and multiplication

a a av + bu
— 4+ = =
U U U

a a ab

U U UV

In fact (@,+,-) even is a field, called the quotient field of R. This is due
to the fact that the inverse of a/u # 0/1 is given to be (a/u)~! = u/a.
This construction will be vastly generalized in section 2.9. Note that this is
precisely the way to obtain the rationals ) := @ by starting with R = Z.

(1.14) Example:

Consider an arbitary ring (R, +,-) and 1 <n € N, then an (n x n)-matriz
over R is a mapping of the form A : (1...n) x(1...n) — R. And we denote
the set of all such by mat, R:={A|A:(1...n) x(1...n) — R}. Usually
a matrix is written as an array of the following form (where a; ; := A(1, 5))

A = (ay) =

And using this notation we may turn mat, R into a (non-commutative even
if R is commutative) ring by defining the addition and multiplication

(ws) + (1)) = (aas+0)
(1)) o= (S0

It is immediately clear from the construction, that the zero-element, resp. the
unit-element are given by the zero-matriz and unit-matirz respectively

a1 - Alp

Gn,1 -+ Gnn

0 --- 0
0= | :

0 - 0

1 0
1 =

0 1
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(1.15) Example:
Let now (R, 4+, -) be any commutative ring, the we define the (commutative)
ring of formal power series over R, as the following set

R[t] = {f[f:N—R}

And if f € R[t] then we will write f[k] instead of f(k), that is f : k — f[k].
Further we denote f as (note that this is purely notational and no true sum)

fﬁmﬁ:zf

k=0

And thereby we may define the sum and product of two formal power series
f, g € R[t], by pointwise summation f+g : k — f[k]+g[k] and an involution
product f-g: kw— f[0]g[k] + f[1]g[k — 1] + --- + f[k]g[0]. In terms of the
above notation that is

f+g = > (fIK]+ glk])
k=0
frg o= Y| D flilgli] ] ¢*
k=0 \i+j=k

An elementary computation (cf. section 6.3) shows that (R[t],+,-) truly
becomes a commutative ring. The zero-element of this ring is given by
0 : k +— 0 and the unit element is 1 = t° : k + §(k,0). The element
t: k> 0(k,1) plays another central role. An easy computation shows that
for any n € IN we get t" : k +— d(k,n). If now 0 # f € R[t] is a non-zero
formal power series we define the degree of f to be

deg(f) = sup{k €| fll] #0} € NU{oo}
That is deg(f) < oo just states that the set {k € N | f[k] #0} is a finite
subset of IN. And thereby we define the polynomial ring over R to be

R[t] = {feR[t]|deg(f) <oo}

By definition R[t] C R[t] is a subset, but one easily verifies, that R[t] even
is another commutative ring under the addition and multiplication inherited
from R[t]. Further note that every polynomial f € R[t] now truly is a finite

sum of the form -
fo=Y_flklt*
k=0



(1.16) Example: ()

The next example is primarily concerned with ideals, not with rings, and
should hence be postponed until you want to study an example of these.
Now fix any (commutative) base ring (R, +,-) and a non-empty index set
I # (). We have already introduced the ring S := R = F(I, R) of functions
from I to R under the pointwise operations. For any subset A C I we now
obtain an ideal of S by letting

D(A) = {feS|VacA: f(a)=0}
And for any two subsets A, B C [ it is easy to prove the following identities
P(A)V(B) = Y(A)NYB) = Y(AUB)

B(A)+0(B) = 9(ANB)

Clearly (if I contains at least two distinct points) S contains zero-divisors.
And if [ is infinite then S is no noetherian ring (we obtain a stricly ascending
chain of ideals by letting 0 := 9(I \ {a1,...,ar }) for a seqence of points
a; € I). In this sense S is a really bad ring. On the other hand this ring
can easily be dealt with. Hence we recommend looking at this ring when
searching for counterexamples in general ring theory. Finally if A C [ is a
finite set then the radical of the ideal ¥(A) can also be given explictly

VY(A) = {feS|VaecA: f(a)eNILR}

PROB in the first equalty 9(A)NH(B) = V(AUB) is clear and the containment
D(A)9(B) C 9(A) NY(B) is generally true. Thus suppose h € 9(AU B)

0 ifac A 0 ifac B

then f € P(A) and g € V(B) are clear and also h = fg. Thus we have proved
D(AUB) C 9(A)NY(B) and thereby finished the first set of identities. In the
second equality D(A) +9(B) C 9(AN B) is clear. And if we are conversely
given any h € 9(A N B) then let us define

o 0 ifac A [ h(a) ifacA\B
fla) = { ha) ifaga 0 9@ '_{ 0 ifag A\B

thereby it is clear that f € 9(A) and g € ¥(B) and an easy distinction of
cases truly yields h = f+g. Now consider some f € S with f* € 9(A). That
is for any a € A we get f(a)* = f¥(a) = 0. In other words f(a) € NIL R for
any a € A. Conversely suppose that A is finte and that for any a € A we
get f(a) € NILR. That is for any a € A there is some k(a) € IN such that
f*¥@)(a) = 0. By taking k := max{ k(a) | a € A}, we find f* € 9(A).
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(1.17) Example:

The complex numbers (C,+,-) also form a field (that even has a lot of
properties that make it better-behaved than the reals). We want to present
three ways of introducing C now (note that all are isomorphic):

(1)

First of all define € := R? to be the real plane. For any two complex
numbers z = (a,b) and w = (¢, d) we define the operations

a c L a+c
() () = (o)
a c\  (ad—bc
<b> ' (d> - <ac—|—bd>
The advantage of this construction is, that it is purely elementary.
The disadvantage is that one has to check that (C,+, ) truly becomes
a field under these operations (which we leave as an excercise). We
only present the inverse of (0,0) # z = (a,b) € C. Define the complex
conjugate of z to be Z := (a,—b) and let v(z) := 2Z = a® + b? € R,
then z=! = (av(z)~!, —bv(z)~!). Let us now denote 1 = (1,0) and
i = (0,1) € C, then it is clear, that 1 is the unit element of C and

that 72 = —1. Further any z = (a,b) € C can be written uniquely, as
z = al + bi. It is costumary to write z = a + b for this however.

($) The next construction will imitate the one in (1) - yet it realizes
(a,b) as a real (2 x 2)-matrix. This has the advantage, that addition
and multiplication are well-known for matrices

o {(52)] w0en)

It is straighforward to see that C thereby becomes a field under the
addition and multiplication of matrices, that coincides with the one
introduced in (1) (check this, it’s cute). Note that thereby the determi-
nant plays the role of v(z) = det(z) and the transposition of matrices
is the complex conjugation z = z*.

(¢) The third method implements the idea that i is introduced in such
a way as to i = —1. We simply force a solution of ¢ + 1 = 0 into C

C = R[t]/(t2+1)IR[t]
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Comparing this construction with the one in (1) we have to identify
(a,b) with a + bt + (12 + DR[t]. In particular i = ¢ + (t2 + 1)R][t].
Then it again is easy to see, that addition and multiplication coincide
under this identification. The advantage of this construction is that it
focusses on the idea of finding a solution to t2+1 = 0 (namely i), that
C immediately is a field (as t2 + 1 is prime, R[t] is a PID and hence
(t> + 1)R[t] is maximal). The disadvantage is that it already requires
the algebraic machinery, which remains to be introduced here.

(1.18) Example: ()

Now fix any square-free 0 # d € Z (d being sqare-free means that there is no
prime number p € 7 such that p? divides d). Then we define the following
subset of the (reals or) complex numbers

ZVd] = {a—l—b\/ma,beZ}

Note that Z[v/d] is contained in the reals if and only if 0 < d, and in the
case of d < 0 we have Vd = iv/—d € €. In any case Z[Vd] becomes a
commutative ring under the addition and multiplication inherited from C

(a+bVd)+ (e+ fVd) = (a+e)+ b+ f)Vd
(a+bVd) - (e+ fVd) = (ae+dbf)+ (af + be)Vd

It will be most interesting to see how the algebraic porperties of these rings
vary with d. E.g. for d € { -2, —1,2,3} Z[V/d] will be an Euclidean domain
under the Euclidean function v(a + bv/d) := |a® — db?|. Yet Z[v/d] will not
even be an UFD for d < —3.

(1.19) Example:

We have just introduced the complex numbers as a two-dimensional space
R over the reals. The next (and last sensibly possible, cf. to the theorem
of Frobenius) step in the hirarchy leads us to the quaternions H. These
are defined to be a four-dimensional, space H := R* over the reals. And
analogous to the above we specifically denote four elements

1 = (1,0,0,0)
i == (0,1,0,0)
j = (0,0,1,0)
k = (0,0,0,1)
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That is any element z = (a,b,c,d) € H can be written uniquely, in the
form z = a + ib 4+ jc + kd. The addition of elements of H is pointwise
and the multiplication is then given by linear expansion of the following
multiplication table for these basis elements

1 i j k
11 1 j k
ili -1 k-
il -k -1 i
k|k j 4 -1

For z=a+ib+ jc+ kd and w = p+iq + jr + ks € H these operations are

z4+w = (a+p)+ilb+q)+jlc+r)+k(d+s)
zw = (ap—bq—cr—ds)+i(aq+bp+cs—dr)
+j(ar —bs + cp + dq) + k(as + br — cq + dp)

Note that we may again define Z := a — ib — jc — kd and thereby obtain
v(z) = 22 = a® + b + 2 + d? € R such that any non-zero 0 # z € H has an
inverse 27! = v(2)717 = (av(2)™L, —bw(2) 7, —cv(2) 7, —dv(2)7h). Yet H
clearly is not commutative, as 75 = k = —ji. Thus the quaternions form a
skew-field, but not a field. Using the complex numbers C we may also realize
the quaternions as (2 x 2)-matrices over C. Given a + b+ jc+ kd € H we
pick up the complex numbers z = a 4+ ib and w = ¢+ id € C and identify
a+ib+ jc+ kd with a (2 x 2)-matrix of the following form

H = {< c w> z,wEC}
-w Zz

(1.20) Example: ()

Let (R,+,-) be an arbitary ring, we will later employ the opposite ring
(R,+,-)°? of R. This is defined to be R as a set, under the same addition
+ but with a multiplication that reverses the order of elements. Formally

(R7+7')Op = (R,+,O) where aob:=b-a

Note that thereby (R,+,-)°P is a ring again with the same properties as
(R,+,-) before. And if (R,+,-) has been commutative, then the opposite
ring of R is just R itself (even as a set), i.e. (R, +,-)°P = (R, +,-).
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1.4 First Concepts

Some Combinatoric

In the following proposition we want to establish some basic computational
rules, that are valid in arbitary rings. But in order to do this we first have
to recall some elementary facts from combinatorics: First consider a set
containing 1 < k € IN elements. If we want to put a linear order to this set,
we have to choose some first element. To do this there are k possibilities. We
commence by choosing the second element - now having (k — 1) possibilities,
and so on. Thus we end up with a number of linear orders on this set that
equals k! the faculty of k, that is defined to be

k! »= #{o:1...k—1...k| o bijective}
= k-(k—=1)---2-1

If £k = 0 we specifically define 0! := 1. Next we consider a set containing
n € IN elements. If we want to select a subset I of precisely k£ € 0...n
elements we have to start by choosing a first element (n possibilities). In
the next step we may only choose from (n — 1) elements and so on. But as
a subset does not depend on the order of its elements we still have to divide
this by k! - the number of linear orders on I. Altogether we end up with

(1) = #tctmip=n

n n—1 n—k+1

k k-1 1
n!
El'(n —k)!

Note that this definition also works out in the case n = 0 and k = 0 (in which
the binomial coefficient (n k) equals one. That is we get (n 0) =1 = (n n).
Furthermore the binomial coefficents satisfy a famous recursion formula

() = ()6

Finally consider some multi-index o = (a,...,a;) € IN*. Then it will be
useful to introduce the following notations (where n := |a|)

lal = a1+t

al = (agl) - (ag!)

n n!
a) T al
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(1.21) Proposition: (viz. 246)

Let (R, +,-) be any semi-ring and a, b € R be arbitary elements of R.
Then the following statements hold true

If now a1,...,ay, € R and by,...,n, € R are finitely many arbitary
elements of R, then we also obtain the general rule of distributivity

m n m n
(Se) (0] - L3
i=1 j=1 i=1 j=1

And if J(1),...,J(n) are finite index sets (where 1 < n € IN) and
a(i,j) € Rforanyi e 1...n,j € J(i) then welet J := J(1)x---xJ(n)
(and j = (j1,..-,Jn) € J) and thereby obtain

II > atig) = D> []at.4)
i=1j;€J(i) jeJi=1

Now suppose (R, +,-) is aring, n € IN and a, b € R are elements, that
mutually commute (that is ab = ba), then we get the binomial rule

<Z> akpk
0

And if (R,+,-) even is a commutative ring ay,...,a; € R are finitely
many elements and n € IN then we even get the polynomial rule

(@14 +ar)" = Y <Z>a°‘

|a|=n

M £

(a+b)" =

i

where the above sum runs over all multi-indices o € IN*¥ that satisfy
la] = a1 + -+ 4+ a = n. And a® abbreviates a® := (a1)* - - (ag)“*.

(1.22) Remark:

Thus there are many computational rules that hold true for arbitary rings.
However there also are some exceptions to integer (or even real) arithmetic.
E.g. we are not allowed to deduce a = 0 or b = 0 from ab = 0. As a
counterexample regard ¢ = 2 + 67 and b = 3 + 6Z in Zg. A special case
of this is the following: we may not deduce a = 0 from ¢ = —a. As a
counterexample regard a = 1 + 27 in Zs.
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(1.23) Remark:

An exceptional role pays the zero-ring R = { 0 }, it clearly is a commutative
ring (under the trivial operations) that would even satisfy condition (F). But
it is the only ring in which 0 = 1. More formally we’ve got the eqivalency

R={0} <= 0=1

[as = 1is clear and in the converse direction regard a = la = 0a = 0.
This equality 0 = 1 will lead to some peculiarities however. This is precisely
why we required 0 # 1 for skew-fields and fields. And several theorems will
require R to be not the zero-ring, which we will abbreviate by R # 0.

(1.24) Definition: (viz. 250)

Let (R,+,:) be any semi-ring and b € R be any element of R. Then we
define the set zD R of zero-divisors, the set NZD R of non-zero-divisors,
the nil-radical NIL R and the annulator ANN (R, b) of b to be

ZzDR = {a€R|3J0#bcR:ab=0}
NZDR = {a€R|VbeR:ab=0 = b=0}
NILR = {aERsze]N:ak:O}

ANN (R,b) = {a€R|ab=0}

An element a € NIL R contained in the nil-radical is also said to be nilpotent.
If now R even is a ring we define the set R* of units (or invertible elements)
and the set R® of relevant elements of R to be

R* = {ac€R|3JbeR:ab=1=ba}
R* = R\ ({0}URY)

And (R,+,") is said to be integral, iff it does not contain any non-zero
zero-divisors, that is iff it satisfies one of the following equivalent statements

(a) z7bR = {0}

(b) for any a, b and ¢ € R such that a # 0 we get ab=ac = b=c
(b’) for any a, b and ¢ € R such that a # 0 we get ba =ca = b=c
(c) for any a, b € R such that a # 0 we get abb=a = b=1

(¢’) for any a, b € R such that a # 0 we get ba =a — b=1

Now (R, +,-) is said to be an integral domain, iff it is a commutative ring
that also is integral. I.e. a commutative ring with zD R = {0}.
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(1.25) Remark:

e Consider any semi-ring (R, +,-), two elements a, b € R and a non-
zerodivisor n € NzZD R. Then we obtain the equivalence

a=b <= na=nb

PROB” = 7 is clear, and if na = nb then n(a — b) = 0 which implies
a—b =0 (and hence a = b), since n is a non-zero-divisor.

e Let (R,+,-) be aring, a € R be any element and n € NzD R be a
non-zerodivisor. Then we obtain the implication

no=1 — an=1

PROB since n(an) = (na)n = n and hence n(an — 1) = 0. But as n is
a non-zerodivisor this implies an — 1 = 0 and hence an = 1.

e Consider a commutative ring (R, +, ) and aq, ..., a, € R finitely many
elements. Now let u :=aj...a, € R, then we obtain the implication

veR" = ay,...,a, €R*

PROB choose any j € 1...n and let a; := Hi# a;, then by construction

1

we get 1 =u"!(ay...a,) = (u1@;)a;. And hence we see a; € R*.

o If (R, +,-) is a skew-field, then R already is integral (i.e. zDR = {0})
and allows division: that is for any a, b € R with a # 0 we get

Flu,veR : ua="b and av=">

PROB consider a # 0, since R is a skew-field there is some i € R such
that ai = 1 = ia. Now suppose ab = 0, then b = (ia)b = i(ab) = 0 and
hence a € NzD R. This proves zDR = {0}. Now consider a, b € R
with a # 0. Again choose i € R such that ai = 1 = ia and let u := bi
and v := ¢b. Then ua = (bi)a = b(ia) = b and av = a(ib) = (ai)b = b.
Now suppose v/, v/ € R with ua = b = v/a and av = b = av’. Then
a(v — ') = 0 but as a # 0 we have seen that this implies v — v’ = 0
and hence v = v'. Likewise (u — u')a = 0 but as u # 0 this can only
be, if u — %' = 0 and hence u = u'.

The sets of zero-divisors zD R and of relevant elements R® rarely carry any
noteworthy algebraic structure. Yet the units R* form a group, the non-zero-
divisors NzD R are multiplicatively closed, the nil-radical NIL R is an (even
perfect) ideal of R and the annulator ANN (R, b) of some element b € R is a
submodule. Though we have not introduced these structures yet, we would
like to present a formal proposition (and proof) of these facts already.
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(1.26) Proposition: (viz. 249) ()

(iii)

(viii)

Let (R, +,-) be any semi-ring, then R is the disjoint union of its zero-
divisors and non-zero divisors, formally that is

NZDR = R\ZDR

In any non-zero (R # 0) ring (R, +, ) the nilradical is contained in
the set of zero-divisors. And the zero-divisors are likewise contained
in non-units of R. That is we’ve got the inclusions

NILR C zbR C R\R"

Let (R,+,-) be any semi-ring, then the set N2D R C R of non-zero-
divisors of R is multiplicatively closed, that is we get

1 € NZ2DR
a,be NZDR — abeNZDR

Consider any ring (R, +,-), then (R*,-) is a group (where - denotes
the multiplicaton of R), called the multiplicative group of R.

If (R,+,-) is any ring then R is a skew-field if and only if the multi-
plicative group of R consists precisely of the non-zero elements

R skew-field <= R*=R\{0}

If (R,+,-) is a commutative ring, then the nil-radical is an ideal of R

NILR < R

Let (R,+,-) be any ring and b € R an element of R. Then the annu-
lator ANN (R, b) is a left-ideal (i.e. submodule) of R

ANN(R,bD) <m R
Let (R,+,-) be a commutative ring and u € R* be a unit of R. Then
u+ NIL R C R*. To be precise, if a € R with o = 0 then we get

n—1

(wta)™ = Y (~1)Fafu!

k=0
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(1.27) Example:

We present a somewhat advanced example that builds upon some results
from linear algebra. Let us regard the ring R := matg 7 of (2 x 2)-matrices
over the integers. We will need the notions of determinant and trace

det(a b> = ad—bc € Z

c d

tr(ab>:: a+d € Z
c d

a b\ (d —b

c d o —c a
Then we can explictly determine which matrices are invertible (that is units),
which are zero-divisors and which are nilpotent. We find

R* = {Ac€R|detA==1}
ZzZDR = {Ac€R|detA=0}
NILR = {Ac€R|detA=trA=0}

PROB (<) first note that an easy computation yields AA* = (det A)1l = A*A.
Hence if A is invertible, then A™' = (det A)~*Af. Thus A is invertible if
and only if det A is a unit (in Z), but as the units of Z are given to be
Z* = {£1} this already is the first identity. For the second identity we
begin with det A = 0. Then AA* = (det A)1 = 0 and hence A is a zero-
divisor. Conversely suppose that A € zD R is a zero-divisor, then AB = 0
for some B # 0 and hence (det A)B = A*AB = 0. But as B is non-zero
this implies det A = 0. Finally if det A = 0 then an easy computation shows
A% = (trA)A, thus if also trA = 0 then A? = 0 and hence A € NIL R. And
if conversely A € NIL R C zD R, then det A = 0 and hence (by induction on
n) A" = (trA)""tA. As A is nilpotent there is some 1 < n € IN such that
0=A"= (trA)" 1A and hence trA € NILZ = {0}.
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1.5 Ideals

(1.28) Definition:

e Let (R, +,-) be a semi-ring and P C R a subset. Then P is said to
be a sub-semi-ring of R (abbreviated by P <g R), iff

(1) 0 e P
(2) a,beP = a+bepP
3) aeP = —acP

(4) a,be P = abeP

e And if (R,+,-) is a ring having the unit element 1, then a subset
P C R is called a sub-ring of R (abbreviated by P <, R), iff
(S) P < R
(5) 1 € R
e Finally if (R, +,-) even is a (skew)field, then a subset P C R is said
to be a sub-(skew)field of R (abbreviated P <¢ R), iff
(R) P < R
6) 0#£acP = aleP
e Let (R,+,-) be a semi-ring again, then a subset @ C R is said to be a
left-ideal (or submodule) of R (abbreviated by 0 <, R), iff
(1) 0 € a
(2) a,bea = a+beaq
(3) acd = —ac€q
(4) aca,be R = baca
And a C R is said to be an ideal of R (abbreviated by @ <; R), iff

M)a <, R
(5) aca,be R = abeaq
e We will sometimes use the set of all subrings (of a ring R), the set of

all sub(skew)fields (of a (skew)field R), resp. the set of all (left-)ideals
(of a semi-ring R) - these will be denoted, by

subrR = {PCR|P <, R}
subfR = {PC R|P <t R}
submR = {0 C R|a0 <, R}
idealR = {6 C R|0 < R}
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(1.29) Remark:

Consider any semi-ring (R, +,-) and a sub-semi-ring P <g R of R.
Then we would like to emphasise, that the notion of a sub-semi-ring
was defined in such a way that the addition + and multiplication - of
R induces the like operations on P

—|—‘P : PxP—P : (a,b)—a+b

-‘P PxP—P : (ab)—ab

And thereby (P, —1—‘ P ‘ P) becomes a semi-ring again (clearly all the
properties of such are inherited from R). And in complete analogy
we find that subrings of rings are rings again and sub(skew)fields of
(skew)fields are (skew)fields again, under the induced operations.

NoTA as +‘P and ~’P are just restrictions (to P x P) of the respective

functions + and - on R, we will not distinguish between +} p and +

respectively between } p and - That is we will speak of the semi-
ring (P, +, ), where + and - here are understood to be the restricted
operations +’ p and | p respectively.

Beware: it is possible, that a sub-semi-ring P <g R is a ring (P, +,)
under the induced operations, but no subring of R. E.g. consider
R := 7. x 7. under the pointwise operations and P :=7Z x {0} C R.
Then P <g R is a sub-semi-ring. But it is no subring, as the unit
element (1,1) € R of R is not contained (1,1) ¢ P in P. Nevertheless
P has a unit-element, namely (1,0) € P and hence is a ring.

If (R,+,-) is a ring, then property (3) of left-ideals is redundant, it
already follows from property (4) by letting b := —1.

Let (R, +,-) be a semi-ring, then trivially any left-ideal a of R already
is a sub-semi-ring. Formally put for any subset @ C R we get

0<m B = a <R

Consider a commutative semi-ring (R, +,-), then the property (4) of
left-ideals already implies property (5) of ideals, due to commutativity.
That is in a commutative semi-ring R we find the following equivalence
for any subset @ C R

0<pn R < a< R

Now let (R,+,-) be any ring and let @ <., R be a left-ideal of R.
Then we clearly obtain the following equivalence

0=R <+<— 1le€a
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PrROB 7 = 7 is clear, as 1 € R and if converely 1 € @ then due to
property (4) we have a = al € @ for any a € R. Hence R C 0 C R.

Consider any semi-ring (R, +,-) and some element a € R. Then we
obtain a left-ideal Ra in R (called the principal ideal of a), by letting

Ra = {balbe R} <m R

PRrROB clearly 0 = 0a € Ra and if ba and ca € R, then we see that
ba + ca = (b+ c¢)a € Ra and —(ba) = (—b)a € Ra. Finally we have
c(ba) = (cb)a € Ra for any ¢ € R.

In a commutative semi-ring (R,+,-) (where a € R again) we clearly
get Ra = aR, where the latter is defined to be

aR = {ab|beR} < R

And as R is commutative Ra = aR already is an ideal of R. And it is
customary to regard aR instead of Ra in this case. We will later see
(cf. section 2.6), that Z is a PID - that is every ideal of Z is of the
form aZ for some a € Z. Formally that is

idealZ. = {adZ|acZ}

In any semi-ring (R, +, ) we have the trivial ideals {0} and R <; R.
If R is a skew-field, then these even are the the only ideals of R.

R skew-field — submR={{0},R}

PrOB let @ <, R be any left-ideal of R, if there is some 0 # a € (
then a=! € R and hence 1 = a~'a € 0. And from this we get 0 = R.

Now consider some non-zero (R # 0) commutative ring (R, +, ). Then
we even get: R is a field if and only if the only ideals of R are the
trivial ones. That is equivalent are

R field <= idealR={{0},R}

PROB ” = ” has already been shown above, for ” <= " regard any
0# a € R, then aR <; R is an ideal of R. But as aR # {0} this only
leaves a R = R and hence there is some ¢ € R such that ai = 1, which
means i = a~'. Altogether R is a field.

We could have introduced a dual notion of a left-ideal - a so-called
right-ideal. This is a subset @ C R such that the properties (1), (2),
(3) and (5) of (left-)ideals hold true. That is we have replaced (4) by
(5). However this would lead to a completely analogous theory. Also
refer to section 3.1 for a little more comments on this.
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(1.30) Lemma: (viz. 250)
For the moment being let x abbreviate any one of the words semi-ring, ring,
skew-field or field and let (R,+,-) be a *. Further consider an arbitary
family (where i € I # 0) P; C R of sub-xs of R. Then the intersection P; is
a sub-x of R again

ﬂR- C R is asubx

el
Likewise let us abbreviate by x the word left-ideal or the word ideal. Now
suppose (R, +,-) is a semi-ring and consider an arbitary family (where i €
I #0)a; C R of xs of R. Then the intersection of the @; is a x of R again

ﬂai C R isax
el

The proof of this lemma is an easy, straightforward verification of the prop-
erties of a (sub-)* in all the seperate cases. But though this is most easy
it has far-reaching consequences. Whenever we are given a subset X C R
we may consider the smallest x of R containing X. Just take the intersec-
tion over all xs containing X (this is possible since at least R is a x with
X C R). The following definition formalizes this idea. And it is not much
of a surprise, that this smallest * then can be described explictly by taking
all the elements of X and performing all the operations allowed for a *.

(1.31) Definition:

Let now (R, 4+, -) be a semi-ring and consider an arbitary subset X C R of R.
Then the above lemma allows us to introduce the sub-semi-ring, left-ideal,
resp. ideal generated by X to be the intersection of all such containing X

(X)s = [{PCSRIXCP < R}
(X)m == ({0 CR|X Ca <, R}
(X) == [faCR[X Ca< R}

Likewise if R even is a ring (or (skew)field) we may define the subring (or
sub-(skew)field respectively) to be the intersection of all such containing X

(X)y = ({PCR|IXCP < R}
(X) = ({PCSR|X CP < R}

NOTA in case that there may be any doubt concerning the semi-ring X is
contained in (e.g. X € R C S) we emphasise the semi-ring R used in this
construction by writing (X C R); or (X )i <; R or even R(X );.
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(1.32) Remark:
In case X = 0 it is clear that {0} is an ideal containing X. And as 0 is
contained in any other ideal (even sub-semiring) of R we find

@s = D = ) = {0}

The case of the subring resp. sub(skew)field generated by ) usually is less
trivial however. Let us regard the case R = () for example. As any subring
has to contain 1 and allow sums and negatives, we find that Z = (), C Q.
And as a subfield even allows to take inverses we find @ = (D) C Q.
However in € we also get Q = (#)r € C only. Hence the intersection of
all subrings resp. all sub(skew)fields deserves a special name, it is called the
prime-ring resp. prime(skew)field of R

<®>r = ﬂ{P
@) = ({P C R|P < R}

N

R|P < R}

(1.33) Proposition: (viz. 252)
Consider a ring (R, +,-) and a nonempty subset () # X C R. Then we can
give an explicit description of the (left)-ideal generated by X

(X)m = {Zaﬂi
i=1

1<neN, z € X, aiER}

(X) = {Zaz‘wibi

Suppose R is any semi-ring and denote +X :={z |z e X }U{ -z |z € X }
then we can also give an explicit description of the sub-semiring of R gen-
erated by X (and if R is a ring also of the subring of R generated by X)

1<neN, z; € X, ai,bl‘ER}

m n
<X>S = ZHCL‘,L'J 1 <m,n €N, I‘i,jeiX
=1 j=1

(X)r = (XU{1})s

Finally suppose that R even is a field, refering to the generated subring we
can also give an explicit description of the subfield of R generated by X

(X) = {ab"'|a,be(X), b#0}
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Ideals have been introduced into the thoery of rings, as computations with
ordinary elements of rings may have very strange results. Thus instead of
looking at @ € R one may turn to aR <; R (in a commutative ring). It
turns out that it is possible to define the sum and product of ideals, as well
and that this even has nicer properties that the ordinary sum and product
of elements. Hence the name - aR is an ideal element of R. Nowadays ideals
have become an indespensible tool in ring theory, as they turn out to be
kernels of ring-homomorphisms.

(1.34) Proposition: (viz. 253)
Consider any semi-ring (R, +,-) and arbitary ideals 0, b and ¢ <; R. Then
these induce further ideals of R by letting

anb = {a€R|acaandach}
a+b = {a+blacabeb}

ab = {ialbl
=1

Note however that @ UD need not be an ideal of R. And thereby we have
the following chains of inclusions of ideals of R

1§n6]N,a¢60,b7;65}

ab € anb C a, b C a+b

(1.35) Proposition: (viz. 254)
Let (R,+,-) be any semi-ring, then the compositions N, 4+ and - of ideals
are associative, that is if @, b and ¢ <; R are ideals of R, then we get

(anb)ync = an®dnc)
@+b)+c = a+(d+0
(ab)c = a(o

Further N and 4+ are commutative, and if R is commutative then so is the
multiplication - of ideals, formally again (with @ and b <; R)

anb = bna
a+b = b+a
ab = ba

Recall that the last equality need not hold true, unless R is commutative!
The addition + and multiplication - of ideals even satisfies the distributivity
laws, that is for any ideals @, b and ¢ <; R we get

ald+c¢) = (ab)+ (ac)
(@+b)c = (ac)+ (bo)
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(1.36) Remark:

It is clear that for any ideal @ <; R we get @ N R = @. Thus (ideal R, N) is
a commutative monoid with neutral element R. Likewise we get 0+ 0 =0
for any ideal @ <; R and hence (ideal R, +) is a commutative monoid with
neutral element 0. Finally 0 R = = R0 for any ideal @ <; R and hence
(ideal R, -) is a monoid with neutral element R, as well. And if R is com-
mutative, so is (ideal R, ). In this sense it is understood that a® := R and
a':=a...a (i-times) for 1 <i € IN.

(1.37) Proposition: (viz. 254)

Now consider a ring (R, +,-) and two arbitary subsets X and Y C R. Let
0 = (X ); and b = (Y'); be the ideals generated by these. Then the sum a+0
is generated by the union X UY, formally that is

a+b = (XUY)

And if R is commutative, then the product a0 is generated by the pointwise
product XY :={zy |z € X,y € Y } of these sets, formally again

ab = (XY

(1.38) Remark: (viz. 255)

(i) Due to (1.37) it oftenly makes sense to regard sums @ + b or products
ab of ideals. And in (1.43) we will also the notion b/a of a quotient
of ideals. Thus one might also be led to think that there should be
something like a difference of ideals. A good candidate would be the
following: consider the ideals @ C b <; R in some semi-ring (R, +, ).
Then we might take (b\ @); to be the difference of b minus @. Yet this
yields nothing new, since

achb = Db=(@®\a)

(ii) Let (R,+,-) be a ring again and @y,...,0, <; R be a finite family of
ideals of R. Then using (1.37) and induction on n it is clear that

Zai = {Zai aieai} = <U0¢>1
=1 =1

This property inspires us to define the sum of an arbitary family (i € I)
of ideals @; <; R of R. As it is not clear what we should substitute
for the finite sum of elements we instead define

ZC(Z' = (UGZ >i

i€l i€l
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(iii) And thereby it turns out that the infinite sum consists of arbitarily
large but finite sums over elements of the @1;, formally that is

Zai = {Zaz aieai,#{ief\ai7é0}<oo}

el el
= {Zai aieaz‘,QQL#Q<OO}

i€Q
= {Zak neN, i(k) e, akeai(k)}

k=1

(iv) Let now b <; R be another ideal of R, then the distributivity rule of
(1.35) generalizes to the case of infinite sums, that is

(Zai>b = > (ab)

el el

(1.39) Proposition: (viz. 256)
Let (R, +,-) be a commutative ring and consider the ideals @, b, ay,..., 0
and b,...,0; < R of R (where 1 <k € IN). Then we obtain the statements

(i) @ and b are said to be coprime iff they satisfy one of the following
three equivalent conditions

(a) a+b = R
b) 1+a)nb#0
(c) Jac@, Ibcbsuchthat a+b=1

(ii) Suppose that a and b are coprime and consider any i, j € IN, then the
powers (¢ and I’ are coprime as well, formally that is

a+b=R = a+V =R

(iii) Suppose that @ and B; (for any i € 1...k) are coprime, then @ and
by ...0; are coprime as well, formally this is

(wm...k;am:}z) — a4+ (6;...6) =R

(iv) Suppose that the @; are pairwise coprime, then the product of the @;
equals their intersection, formally that is

<Vi7éj€1---k:ai+aj:R> — mN---NaG=0...04
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(1.40) Definition: (viz. 257)
Let (R,+,-) be any semi-ring and @ <, R be a left-ideal of R, then @
induces an equivalence relation ~ on R by virtue of

a~b <= a—-bea

where a, b € R. And the equivalence classes under this relation are called
cosets of (1, and for any b € R this is given to be

b+a = [b = {b+a|laca}
Finally we denote the quotient set of R modulo @ (meaning the relation ~)
R/a = R/N = {a+0|laeR}

If @ <; R even is an ideal (e.g. when R is commutative) then R/a can even
be turned into a semi-ring (R/@, -+, ) again under the following operations

(a+a)+(b+a) = (a+b)+a
(a+0a)-(b+a) := (a-b)+a

Thereby (R/0,+, ) is also called the quotient ring or residue ring of R
modulo @. Clearly, if R is commutative, then so is R/0. And if R is a ring,
so is R/a, where the unit element is given to be the coset 1 + Q.

(1.41) Remark:

It is common that beginners in the field of algebra encounter problems with
this notion. But on the other hand the construction of taking to the quotient
ring is one of the two most important tools of algebra (the other being
localizing). Hence we would like to append a few remarks:

We have defined R/0 to be the quotient set of R under the equivalence
relation a — b € 0. And the equivalence classes have been the cosets b + Q.
Hence two cosets are equal if and only if their representants are equivalent
and formally for any a, b € R this is

a+0=b+0 < a—-beaq

And if @ <; R is an ideal of R we even were able to turn this quotient set R/a
into a ring again, under the operations above. Now don’t be confused, we
sometimes also employ the pointwise sum A+ B:={a+blac A,be B}
and product A- B := {ab|a € A,b € B} of two subsets A, B C R. But
this a completely different story - the operations on cosets b + 0 have been
defined by refering to the representants b.
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(1.42) Remark:

Intuitively speaking the residue ring R /@ is the ring R where all the informa-
tion contained in @ has been erased. Thus R/a only retains the information
that has been stored in R but not in @. Hence it is no wonder that R/Q is
"smaller” than R (|R/a| < |R] to be precise). However R/ is not a subring
of R! Let us study some special cases to enlighten things:

e In the case @ = R the residue ring R/R contains precisely one element,
namely 0+ R. Hence R/R = {0+ R} is the zero-ring. This matches
the intuition all information has been forgotten, what remains carries
the trivial structure only.

e The other extreme case is @ = {0}. In this case @ induces the trivial
relation a ~ b <= a = b. Hence the residue class of a is just
a+ {0} = {a}. Therefore we have a natural identification

R<—>R/{O} ca—{a}

Again this matches the intuition: {0} contains no information hence
R/{0} retains all the information of R. In fact we have just rewritten
any a € R as {a} € R/{0}.

e Now consider any commutative ring (R, +, ) and build the polynomial
ring R[t] upon it. Then the ideal @ = ¢R][t] allows us to regain R from
R[t]. Formally there is a natural identification

R «—— R[t]/tR[t] :a v at® + tR[t]

Hence one should think that ¢R[t] contains the information we have
added by going to the polynomial ring R[t]. Forgetting it we return to
R. Further it is nice to note that the same is true for the formal power
series R[t] instead of R[t]. The same amount of information that has
been added is lost.

PROB it is clear that R — R[t] : a +— at® is injective and for a # b € R
we even get at’ — bt = (a — b)t° ¢ tR[t]. This means that even
a +— at®+tR[t] is injective. And if we are given an arbitary polynomial
f=ant"+---+ait+aot’ then f+tR[t] = agt’+tR[t] which also is the
surjectivity. Note that this all is immediate from the first isomorphism
theorem: R[t] — R: f — f[0] has kernel tR[¢] and image R.

e Likewise we obtain a natural identification (that is an isomorphism)
between the ring Z,, and the residue ring Z/nZ via

L Z/nZ t ke k+nZ
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This example teaches that the properties of the residue ring (here
7Z./nZ.) may well differ from those of the ring (here Z). E.g. Z is an
integral domain, whereas Z /47 is not ((2 + 47.)(2 + 47Z) = 0 + 47).
On the other hand Z/2%Z is a field, whereas Z is not.

ProB we will prove that the above correspondence truly is bijective:
suppose 0 < k < | < n then | — k € nZ would mean n | [ — k,
but as [ — k < [ < n this can only be if k = [. This proves the in-
jectivity, for the surjectivity we are given a € 7 arbitarily. Then we
write a = k+ hn for some 0 < k <n and h € Z, then k+nZ = a+nZ.

(1.43) Lemma: (viz. 259) Correspondence Theorem
Consider any semi-ring (R, +,-) and an ideal @ <; R, then we obtain a 1-to-1
correspondence between the ideals of the residue ring R/@ and the ideals of
R containing @ by virtue of (where b/a:={b+a|beb})

idealR/a — {b < RjaC b}
I — {beR|btacu}
%% 0

And this correspondence even is compatible with intersections, sums and
products. That is if consider any two ideals b and ¢ <; R with @ C bn¢

Y%anYa = 1Y,
b/a+c/a = b+c/a
%Y = %,

Finally the correspondence also is compatible with the generation of ideals.
That is consider an arbitary subset X C R and denote its set of residue
classes by X/0:={xz+ 0|z € X }. Then we obtain the identity

Xh+0 = X/

o1



(1.44) Remark:
Let (R, +,-) be a semi-ring and @, b <; R be two ideals, such that @ C .
As above let us denote the ideal of R/@ induced by b by

%% = {v+alveb} = Ffg

Then it is easy to see that for any x € R we even get the following equivalence

reh = x—i-aeb/a

PROB if x € b then z + @ € b/ by definition. And if conversely = + @ € b/a
then there is some b € b such that z+a=b+0a. Thatisz —beca C b and
hence x +0 = b+ 0 = 0+ b again. But the latter already means z € D.

(1.45) Remark:
We will soon introduce the notion of a homomorphism, an example of such
a thing is the following map that sends b € R to its equivalence class b+ @

Q:R—»R/a tb—b+0

It is clear that this mapping is surjective. And it also is clear that for any
ideal b <; R with @ C b the image of b under o is given to be

o6) = {b+albeb} =Y,
Hence the above correspondence of ideals is just given by o acting on ideals

(i.e. on certain subsets of R). That is b — o(b) and 1 — o~ 1(1).

(1.46) Remark: ()
Let now (R, +,+) be a commutative ring, then the above correspondence of
ideals interlocks maximal ideals, prime ideals and radical ideals:

ideal 7Y/ —— {beidealR|a C b}

U U

sradR/a —— {besradR|a C b}
U U

specR/a —— {pespecR|aCp}
U U

SmaxR/a — {mesmaxR|a Cm}
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That is the ideal b <; R with @ C b is radical if and only if the corresponding
ideal b/a <; R/@ is radical, too. Likewise @ C b <; R is prime (maximal) iff
b/a < R/ais prime (maximal). In fact we even have the following equality
of radical ideals for any b <; R witha C b

Ve = Yo

(1.47) Example: ()

Consider the ring (7, +,-), as Z is an Euclidean domain all its ideals are of
the form aZ for some a € Z (confer to section 2.6 for a proof). We now fix
some ideal @ := aZ, then aZ C bZ is equivalent, to the fact that b divides
a (see section 2.5 for details). Hence by the correspondence theorem the
ideals of Z, = Z/aZ. are preciely given to be

ideal?/ 7 = {7 | b1 a}
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1.6 Homomorphisms

(1.48) Definition:

Let (R,+,-) and (S,+,+) be arbitary semi-rings, a mapping ¢ : R — S is
said to be a homomorphism of semi-rings (or shortly semi-ring-homo-
morphism) iff for any a, b € R it satisfies the following two properties

(1) pla+b) = p(a)+p(b)
(2) pla-b) = w(a)-p(b)

And if R and S even are rings having the unit elements 1z and 1g re-
spectively, then ¢ is said to be a homomorphism of rings (or shortly
ring-homomorphism iff for any a, b € R it even satisfies the properties

(1) pla+b) = p(a) + ¢(b)
(2) pla-b) = p(a)-p(b)
(3) v(1r) = 1g

And we denote the set of all semi-ring-homomorphisms respectively of all
ring-homomorphisms from R to S (that is a subset of F(R,5)) by

shom(R,S) = {¢:R— S| (1)and (2)}
rhom(R,S) = {¢:R— S| (1),(2) and (3) }

And if ¢ : R — S is a homomorphism of semi-rings, then we define its
image im¢ C S and kernel kny C R to be the following subsets

im(p) = @(R) = {pla)|acR}
kn(p) = ¢ '(0s) = {a€R]|pla)=0}

(1.49) Remark:

In the literature it is customary to only write hom(R,S) instead of what
we denoted by shom(R, S) or rhom(R, S). And precisely which of these two
sets is meant is determined by the context only, not by the notation. In
this book we try to increase clarity by adding the letter ”s” or ”r”. From
a systematical point of view it might be appealing to write homg(R, S) for
shom(R, S) (and likewise hom, (R, S) for rhom(R, S)), as we have already
used these indices with substructures. Yet we will require the position of the
index later on (when it comes to modules and algebras). Hence we chose to

place precisely this index in front of "hom” instead.
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(1.50) Example:

e The easiest example of a homomorphism of semi-rings is the so-called
zero-homomorphism which we denote by 0 and which is given to be

0: R—S :a—0g

e Let (S,+,) be any semi-ring and R <g S be a sub-semi-ring of S.
Then the inclusion R C S gives rise the the inclusion homomorphism

t: R—= S :a—a

Clearly this is a homomorphism of semi-rings. And if S even is a ring
and R <; S is a subring of S, then ¢ is a homomorphism of rings. In
the special case R =S we call 1 := ¢ the identity map of R.

e Now let (R,+,-) be any (semi-)ring and consider some ideal @ <; R.
Then we have already introduced the quotient (semi-)ring R/a in (?7?).
And this gives rise to the following homomorphism of (semi-) rings
(which is called canonical epimorphism)

Q:R—»R/a:b'—>b+a

Note that the definition of the addition and multiplication on R/a
are precisely the properties of ¢ being a homomorphism. And also by
definition the kernel of this map precisely is kn (¢) = @. Of course g is
surjective and hence its image is the entire ring im (9) = R/0.

e Consider any (semi-)ring (R,+,-) again and let @, b <; R be two
ideals of R such that @ C B. Then we obtain a well-defined, surjective
homomorphism of (semi-)rings by (further note that the kernel of this
map is given to be the quotient ideal b/q)

R/a — R/b ca+0—a+b

ProOBifa+0=>b+0athena—bea C b whence we get a+b=0b+0
again. This already is the well-definedness and the surjectivity and
homorphism properties are clear. Further b+0 = 0+ 0 iff b € @ which
again is equivalent, to b+ € b/a. And this also is kn (e) = b/a.

e Finally we would like to present an example of a homomorphism 7
of semi-rings, that is mo homomorphism of rings. The easiest way to
achieve this is by regarding the ring R = Z2. Then we may take

7 22— 7% : (a,b) — (a,0)
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(1.51) Proposition: (viz. 265)

(i)

(i)

(iii)

(vii)

Let (R,+,-) and (S, +,-) be semi-rings and ¢ : R — S be a homomor-
phism of semi-rings again. Then ¢ already satisfies (for any a € R)

¢(Or) = Os
p(—a) = —p(a)

And if (R,+,-) and (S, +, -) are rings, u € R* is an invertible element
of R and ¢ : R — S is a homomorphism of rings, then ¢(u) € S* is
an invertible element of S, too with inverse

pu™) = o)™
Let (R,+,-), (S,+,-) and (T,+,-) be (semi-)rings, ¢ : R — S and
¥ : S — T be homomorphisms of (semi-)rings. Then the composition
1 after o is a homomorphism of (semi-)rings again

e i R— 5 1 a—y(p(a))

Let (R,+,-) and (S, +,-) be (semi-)rings and ® : R — S be a bijective
homomorphism of (semi-)rings. Then the inverse map ®~!: S — R is
a homomorphism of (semi-)rings, too.

Let (R,+,-) and (S, +,) be (semi-)rings and ¢ : R — S be a homo-
morphism of (semi-)rings, then the image of ¢ is a sub-(semi-)ring of
S and its kernel is an ideal of R

im(p) < S

kn(¢) < R
More generally let (R,+,-) and (S,+,-) be any two (semi-)rings con-
taining the sub-(semi-)rings P <g R and Q < S respectively. If now
¢ : R — S is a homomorphism of (semi-)rings, then ¢(P) and ¢~ (Q)
are sub-(semi-)rings again

p(P) <s S

» Q) < R
Analogously let (R, +,-) and (S, +, ) be any two semi-rings containing
the (left-)ideals @ <, Rand b <,, S respectively. If now ¢ : R — S is

a homomorphism of semi-rings then p~1(0) is a (left-)ideal of R again.
And if ¢ even is surjective, then ¢(a) is a (left-)ideal of R

90_1(5) <m R

p surjective = (@) <, R
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(viii) Let (R,+,-) be a ring again and (5, +,-) even be a skew field. Then
any non-zero homomorphism of semi-rings from R to S already is a
homomorphism of rings (i.e. satisfies property (3)). Formally

S skew-field == shom(R,S) =rhom(R,S)U{0}

(ix) Now let (R, +,-) be a skew-field and (S, +, -) be an arbitary semi-ring,
then any nonzero homomorphism ¢ : R — S of semi-rings is injective

R skew-field = ¢ injective or ¢ =0

(1.52) Definition:

Consider any two (semi-)rings (R, +,-) and (S, +, -) and a homomorphism ¢ :
R — S of (semi-)rings. Then ¢ is said to be a mono-, epi- or isomorphism
of (semi-)rings, iff it is injective, surjective or bijective respectively. And a
homomorphism of the form ¢ : R — R is said to be an endomorphism
of R. And ¢ is said to be an automorphism of R iff it is a bijective
endomorphism of R. Altogether we have defined the notions

@ is called iff  is
monomorphism injective
epimorphism surjective
isomorphism bijective
endomorphism R=S
automorphism | R = S and bijective

And if (R, +,-) is any ring, then we denote the set of all ring automorphisms
on R by (note that this is a group under the composition of mappings)

raut(R) = {®:R — R| ® bijective homomorphism of rings }

In the case that ® : R — S is an isomorphism of semi-rings we will abbreviate
this by writing ® : R =, S. And if ® : R — S even is an isomorphism of
rings we write ® : R 2, S. And thereby R and S are said to be isomorphic
if there is an isomorphism ® between them. And in this case we wite

R= S «— d¢: d:R = S
R S «— 30 :d:R ¥ S

(1.53) Proposition: (viz. 267)

(i) Let (R,+,-) and (S, +, ) be semi-rings and ¢ : R — S be a homomor-
phism of semi-rings. Then ¢ is injective, resp. surjective iff

@ injective <= kn(yp) = {0}
@ surjective <= im(p) = S
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(ii) Let (R,+,-) and (S, +,-) be (semi-)rings and ¢ : R — S be a homo-
morphism of (semi-)rings, then the following statements are equivalent
(and in this case we already get o = 8 =¥ = ¢~ 1)

(a) @ is bijective

(b) there is some homomorphism ¥ : S — R of (semi-)rings such
that $® = 1lp and &P = 1g

(c) there are homomorphisms a : S — R and 3 : S — R of (semi-)
rings such that a® = 1z and &6 = 1 g

(iii) Let (R,+,-) and (S,+,+) be any two semi-rings and ® : R =, S be
an isomorphism between them. Then R is a ring if and only if S is a
ring. And in this case ® : R =, S already is an isomorphism of rings.

(iv) The relation 2%, has the properties of an equivalence relation on the
class of all rings (and the same is true for = on the class of all semi-
rings). To be precise, for all rings (R, +,-), (S,+,-) and (T,+,-) we

obtain the following statements
Irp: R = R

P:R= S — & ':5 =R
PR SandV:5 =T — VO:R =T

(1.54) Remark:

Intuitively speaking two (semi-)rings (R, +,-) and (S, +,-) are isomorphic
if and only if they carry precisely the same structure. A bit lax that is
the elements may differ by the names they are given but nothing more.
Therefore any algebraic property satisfied by R also holds true for S and
vice versa. We give a few examples of this fact below, but this is really
true for any algebraic property. Thus from an algebraic point of view,
isomorphic (semi-)rings are just two copies the same thing (just like two 1
Euro coins). And the difference between equality and isomorphy is just a set-
theoretical one. We verify this intuititive view by presenting a few examples
- let (R,+,-) and (S,+,-) be any two semi-rings that are isomorphic under
®: R = 5. Then we get

e In the above proposition we have already shown R is a ring if and only
if S is a ring. And in this case already ® is an isomorphism of rings.

e R is commutative if and only if S is commutative. PROB suppose that
R is commutative and consider any two elements =, y € S. Then let
a:= & !(z) and b := & !(y) € R and compute vy = ®(a)®(b) =
®(ab) = ®(ba) = ®(b)®(a) = yx. Hence S is commutative, too. And
the converse implication follows with ® instead of &1
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e R is an integral domain if and only if S is an integral domain. PROB
suppose that S is an integral domain and consider any two elements
a, b € R. If we had ab = 0 then 0 = ®(0) = ®(ab) = ®(a)®(b). But as
S is an integral domain this means ®(a) = 0 or ®(b) = 0. And as ® is
injective this implies @ = 0 or b = 0. Hence R is an integral domain,
too. And the converse implication follows with ®~! instead of ®.

e R is a skew-field if and only if S is a skew-field. In fact for any two
rings R and S we even get the stronger correspondence

B(R) = S

PROB if a € R* is a unit of R then ®(a~!) = ®(a)~! and hence
®(a) € S* is a unit, too. And if conversely € S* is a unit of S, then
let a := ® () and b := ®~!(27!). Thereby ab= & (z)®d 1 (z71) =
O~ l(zz7!) = ®(1g) = 1p and likewise ba = 1r. Hence we have
a~! = bsuch that a € R* and = € ®(R*) is the image of a unit of R.

(1.55) Remark: (<)

In book 2 we will introduce the notion of a category (in our case this would
be the collection of all semi-rings or of all rings respectively). And in any
category there is the notion of monomorphisms, epimorphisms and iso-
morphisms. That is let (R,+,-) and (S,+,-) be two (semi-)rings. Then
¢ : R — S will be called a monomorphism in the category of (semi-)rings,
iff it is a homorphism of (semi-)rings, such that for any (semi-)ring (Q, +,-)
and any two homomorphisms «, 3 : Q@ — R of (semi-)rings we would have
the implication

pa=pf = a=p

Likewise ¢ : R — S will be called a epimorphism in the category of (semi-)
rings, iff it is a homorphism of (semi-)rings, such that for any (semi-)ring
(T, +,-) and any two homomorphisms «, 5 : S — T of (semi-)rings we would
have the implication

ap=PFp = a=p

Finally ® : R — S is said to be an isomorphism in the category of (semi-)
rings, iff it is a homomorphism of (semi-)rings and there is another homo-
morphism ¥ : S — R of (semi-)rings that is inverse to ®, formally

JV:S —R : Ud=1lpand ®V = lig

It is immediately clear that an injective homomorphism of (semi-)rings
thereby is a monomorphism in the categorial sense. And likewise a sur-
jective homomorphism of (semi-rings) is an epimorphism in the categorial
sense. The converse implications need not be true however. Yet we will see in
the subsequent proposition that the two notions of isomorphy are equivalent.
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(1.56) Theorem: (viz. 267) Isomorphism Theorems

(i)

(i)

(iii)

Let (R,+,-) and (S,+,) be any two rings, @ <; R be an ideal of R
and ¢ : R — S be a homomorphism of rings. If now @ C kn () then
we obtain a well-defined homomorphism of rings by virtue of

© R/a—>S :b+a— p(a)

Note if R and S are semi-rings and ¢ is a homomorphism of such, then
@ still is a well-defined homomorphism of semi-rings.

First Isomorphism Theorem
Let (R,+,-) and (S,+,-) be any two rings and ¢ : R — S be a
homomorphism of rings. Then the kernel of ¢ is an ideal kn (¢) <; R
of R and the its image im (¢) <, S is a subring of S. And finally we
obtain the following isomorphy of rings

By = m(p) « atkn(p) — p(a)
Note if R and S are semi-rings and ¢ is a homomorphism of such, then
we still get kn (p) < R, im (¢) <g S and R/0 = im (p).

Second Isomorphism Theorem

Let (S,+,-) be a ring, R <, S be a subring of S and b <; S be
an ideal of S. Then N R <; R is an ideal of R, the set b + R :=
{b—i—a!beb,aeR} <, Sis asubring of Sand b <; b+ R is an
ideal of b+ R. And thereby we obtain the following isomorphy of rings

R/bﬁR =~ b+R/b ca+bNR—a+b

Note if S is a semi-ring and R <g 5 is a sub-semi-ring of .S, then still
b+R < S,b <b+R and we retain the isomorphy R/0NR = b+ R/b.

Third Isomorphism Theorem

Let (R,+,-) be any ring containing the ideals @ C b <; R, then
b/a:={b+a|beb} < R/ais an ideal of the quotient ring R/ and
we obtain the following isomorphy of rings

R/a/b/a =N R/b t(a+0)+b/a—a+D

Note if R is a semi-ring then everythis remains the same, except that
the above isomorphy is an isomorphy of semi-rings (and not of rings).
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1.7 Products

(1.57) Definition:

Let () # I be an arbitary set and for any i € I let (R,+,-) be a semi-ring.
Then we define the (exterior) direct product of the R; to be just the
carthesian product of the sets R;

[z = {a:IHURi

icl i€l

‘v’iEI:a(i)ERi}

Let us abbreviate this set by IIR for a moment. Then we may turn this
set into a semi-ring (IIR,+,:) by defining the following addition + and
multiplication - for elements a and b € IIR

a+b : I—>UR¢ s i ali) +b(d)
el

a-b: I—>URZ- ti—a(i) - b(i)

Note that thereby the addition a(i) + b(¢) and multiplication a(i)b(i) are
those of R;. Further note that it is customary to write (a;) instead of
a € IIR, where the a; € R; are given to be a; := a(i). And using this
notation the above definitions of 4+ and - in IIR take the more elegant form

(ai) + (b)) = (a;+b;)
(@) - (b)) = (ai-bi)
For any i € I let us now denote the zero-element of the semi-ring R; by

0;. Then we define the (exterior) direct sum of the R; to be the subset of
those a = (a;) € IIR for which only finitely many a; are non-zero. Formally

Pr = {aEHRi

i€l i€l

#{z’eﬂa(z’)#oi}m}

Let us denote this set by YR for the moment, then ¥R < IIR is a sub-
semi-ring. In particular we will always understand IIR and X R as semi-rings
under these compositions, without explictly mentionining it.
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(1.58) Example:

e Propably the most important case is where only two (semi-)rings
(R,+,-) and (S,+,-) are involved. In this case the direct product
and direct sum coincide, to be the carthesian product

RS = RxS ={(a,b)|aceR, beS}

And if we write out the operations on R @& S explictly (recall that
these were defined to be the pointwise operations) these simply read
as (where a, 7 € R and b, s € S)

(a,b) + (r,s) = (a+r,b+s)
(a,b)(r,s) = (ar,bs)

Thereby it is clear that the zero-element of R & S is given to be 0 =
(0,0). And if both R and S are rings then the unit element of R & S
is given to be 1 = (1,1). It also is clear that R & S is commutative
iff both R and S are such. The remarks below just generalize these
observations and give hints how this can be proved.

e Another familiar case is the following: consider a (semi-)ring (R, +, -)
and any non-empty index set I # (). In the examples of section 1.3 we
have already studied the (semi-)ring

Rl = J[R={fIf:1-R}
iel
In the previous example as well as in this definition here we have taken

the pointwise operations. That is for two elements f, g : I — R we
have defined the operations

frg:I1—-R = i~ f(i)+g(i)
fg:I—-R = i~ f(i)-g(i)
And it is clear that the zero-element is given to be the constant func-

tion 0: 1 — R:i~— 0. And if R is a ring then we also have a unit
element given to be the constant function 1: I — R: i+ 1.

e We continue with the example above. Instead of the direct product we
may also take to the direct sum of R over I. That is we may regard

R = QR = {f:1— R|#supp(f) < oo}
el
where supp(f) := {i € I | f(i) # 0}. Tt is clear R®! C R! truly is
a subset of the direct product. But be careful, as in in any non-zero
ring R # 0 we have 1 # 0 we find that for infinite index sets I the unit

element 1: 1 — R :4 1 is not contained in R®!. That is R®! need
not be a ring, even if R is such.
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(1.59) Remark:

As above let () # I be an arbitray index set and for any i € I let (R;, +,-) be
a (semi-)ring having the zero element 0; (and unit element 1; if any). Then
let us denote the direct product of the R; by IIR and the direct sum of the
R; by ¥ R. Then we would like to remark the following

e It is clear that (IIR, +,-) truly becomes a (semi-)ring under the oper-
ations above. And if we denote the zero-element of any R; by 0; then
the zero-element of IIR is given to be 0 = (0;).

PROB one easily checks all the porperties required for a semi-ring. As
an example we prove the associativity of the addition: let a = (a;),
b= (b;) and ¢ = (¢;) € IIR, then ((a +b) +¢); = (a+b); +¢ =
(@i +bi)+ci=ai+ (bi+c)=a+(b+c)=(at(b+c))

e Clearly IIR is commutative if and only if R; is commutative for any
i € I. And TIR is a ring if and only if R; is a ring for any ¢ € I. In the
latter case let us denote the unit element of R; by 1;,. Then the unit
element of IIR is given to be 1 = (1;).

ProB if any R; is commutative, then for any a = (a;), b = (b;) € IIR
we get (ab); = a;b; = bja; = (ba); which is the commutativity of IIR.
And if TIR is commutative, then any R; is commutative, by the same
argument. If any R; is a ring then for any a = (a;) € IIR we get
(la); = 1;a; = a; and (al); = a;1; = a;. And if IR is a ring, then any
R; is a ring, by the same argument.

e By definition ¥R C IIR is a subset. But ¥R even is a sub-semi-ring
YR <s IIR of IIR. Yet X R need not be a subring of IIR (even if any
R; is a ring), as (1;) need not be contained in X R.

PROB consider any a = (a;) and b = (b;) € X R and let us denote the
set S(a):={i€I|a;#0;}. E.g. we get S(0) =0 and hence 0 € XR.
Further it is clear that S(a +b) C S(a) U S(b), S(—a) = S(a) and
S(ab) € S(a) N S(b). In particular all these sets are finite again and
hence a + b, —a and ab € X R, which had to be shown.

e Note that we get X R = IIR if and only if I is a finite set. And in the
case of finitely many semi-rings Ry, ..., R, we also use the slightly lax
notation (note that thereby Ry X -+ X R, = R1 & --- ® Ry)

R1><--'><Rn = HRZ
=1

Ri®---&R, = @Ri
=1
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e It is clear that the product of (semi-)rings is associative and com-
mutative up to isomorphy. That is if we consider the (semi-)rings
(R,+,"), (S,+,-) and (T, +,-), then we obtain the following isomor-
phies of (semi-)rings

R@S gS SEBR : (aab) = (b7a)
(ReS)aT =% Ra (SaT) : ((a,b),c) — (a,(bc))
PrOB it is immediately clear that the above mappings are homomor-
phisms of (semi-)rings by definition of the operations on the product.

And likewise it is clear (this is an elementary property of carthesian
products) that these mappings also are bijective.

e Note that IIR usually does not inherit any nice properties from the R;
(except being commutative or a ring). E.g. Z is an integral domain,
but Z? = 7 x 7. contains the zero-divisors (1,0) and (0, 1).

e For any j € I let us denote the canonical projection from IIR (or X R
respectively) by m;. Likewise let ¢; denote the canonical injection of
R; into IIR (or ¥R respectively). That is we let

mj + ¥R - R; : (a;) — a;
. a; ifi=j
tj : Rj — ¥R : aj»—><z»—>{ sz‘ if i >
Then it is clear that m; and ¢; are homomorphisms of semi-rings sat-
isfying m;1; = 1;. In particular =; is surjective and ¢; is injective.
And we will oftenly interpret R; as a sub-semi-ring of IIR (or ¥R
respectively) by using the isomorphism ¢; : R; = im (¢;).

(1.60) Proposition: (viz. 269) ()
Let (R,+,-) and (S, +,-) be any commutative rings and consider the ideals
0 < Rand b <; R. Then we obtain an ideal 0 & b of R ® S by letting

adb = {(a,b)|aca, beb}

Conversely let us denote the canonical projections of R @ S to R and S
respectively by p: R® S — R:(a,b)—aando: R®S — S: (a,b) — b.
If now I < R@ S is an ideal then we get the identity

I = oW)@o(W)

And thereby we obtain an explicit description of all ideals (respecively of all
radical, prime or maximal) ideals of R & S, to be the following

idealR® S = {a@b|,acidealR, b€ idealS }

sradR®S = {0@5],a€sradR,f’€sradS}

specR®S = {p@S|pespecRIU{R®(|qEspecS}
smaxR®S = {maS|mesmaxR}U{R&N|NE€smaxS }
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(1.61) Theorem: (viz. 271)

(i) Consider any commutative ring (R, +,-) and two elements e, f € R.
Further let us denote the respective principal ideals by 0 := eR and
b:= fR. If now e and f satisfy e + f = 1 and ef = 0 then we get
0+b=Randanb= {0}, formally that is

etf=1ef=0 = a+b=R, anb={0}

(ii) Now let (R,+,-) be any (not necessarily commutative) ring and @,
b <; R be two ideals of R satisfying @ +0 = R and anb = {0}. Then
we obtain the following isomorphy of rings

R =, R/aEBR/[, e (z+0,2+0)

(iii) Chinese Remainder Theorem
Let (R, +, -) be any commutative ring and consider finitely many ideals
0; <; R (where i € 1...n) of R, that are pairwise coprime. That is
for any i # j € 1...n we assume

a+a = R
Let us now denote the intersection of all the a; by @ :=a; N---Na,.

Then we obtain the following isomorphy of rings

n

R/a >~ @R/ai c x40 (240,24 0)
1=1

(1.62) Remark:

e Combining (i) and (ii) we immediately see that, whenever we are given
two elements e, f € R in a commutative ring R, such that e + f =1
and ef = 0, then this induces a decomposition of R into two rings

R = R/eR@R/fR crx— (x+eR x4+ fR)

e Clearly (ii) is just a special case of the chinese remainder theorem
(iii). Never the less we gave a seperate fomulation (and proof) of the
statement to be easily accessible. In fact (ii) talks about decomposing
R into smaller rings, whereas (iii) talks about solving equations:
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Suppose we are given the elements a; € R (where ¢ € 1...n). Then
the surjectivity of the isomorphism in (iii) guarantees that there is a
solution z € R to the following system of congruencies

rT+0 = a+0;

z+0, = a,+a,

Now let z be any solution of this system, then due to the isomorphhy
in (iii) we also find that the set of all solutions is given to be x + Q.

() Let us consider an example of the above in the integers R := Z.
Let a1 := 87 and 0 := 157. As 8 and 15 are relatively prime we truly
find 01 +02 = Z. And also @ = 01 N0y = 1207, since the least common
multiple of 8 and 15 is 120. It is elementary to verify the following
two systems of congruencies

106+8Z = 14 8%Z
105+15Z = 0+ 15Z

16+82 = 0-+8%Z
16 +157 = 14 157

Hence if we are given any a1, as € Z then we let x := 105a1 + 16a9 € Z
to solve the general system of congruencies

r+87Z = ai+ 87
z+157Z = ay+ 157
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Chapter 2

Commutative Rings

2.1 Maximal Ideals

(2.1) Remark:

e Let us first recall the definition of a partial order on some nonempty
set X # (). This is a relation < on X [formally that is a subset of the
form < C X x X] such that for any z, y and z € X we get

r=y — x<y

xSy, y<z = x<2

TSy, ysr = T=Yy

[where we already wrote x < y for the formal statement (z,y) € <].
And in this case we also call (X, <) a partially odered set. And in this
case it is also customary to use the notation (for any z, y € X)

r<y <= zx<yandzH#y

e And < is said to be a linear order on X (respectively (X, <) is
called a linearly ordered set), iff < is a partial order such that any two
elements of X are comparable, formally

Ve,ye X : z<yory<y

And in this case we may define the mazimum z V y and minimum of
any two elements x, y € X to me the following element of X

. z ifx<y . y ifzx<y
TAY = {y ify<uz VY = {a: ify<uaz
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e Example: if S is any set (even S = () is allowed), then we may take
the power set X := P(X) ={A| A C S} of X. Then the inclusion
relation C which is defined by (for any two A, B € X)

ACB <= (z:z€A = z€B)

is a partial order on S. However the inclusion C almost never is a
total order. E.g. regard S := {0,1}. Then the elements {0} and
{1} € X of X are not comparable. In what follows we will usually
consider a set X C ideal R C P(R) of ideals of a commutative ring
R under the inclusion relation C.

e Now let (X, <) be a partially ordered set and A C X be a subset.
Then we define the sets A, of minimal and A* of mazimal elements
of A to be the following

A, = {a,€A|VaeA:a<a, = a=ua,}
A* = {a"€A|VaeAd:a"<a = a=ad"}

And an element a, € A, is said to be a minimal element of A. Likewise
a* € A* is said to be a mazimal element of A. Note that in general
it may happen that A has several minimal (or maximal) elements or
even none at all. Example: N, = {0} and N* = () under the usual
order < on IN.

o If (X, <)is alinearly ordered set and A C X is a subset, then maximal
and minimal elements of A are uniquely determined. Formally that is

a,bec A" = a=0D
a,be A, — a=0b

PROB as < is a total order, we may assume a < b without loss of
generality. If a, b € A*, then b € A, a < b and a € A* implies a = b.
Likewise if a, b € A, then a € A, a < b and a € A, implies a = b.

e Let again (X, <) be a linearly ordered set and A = {ay,...,a,} € X
be a finite subset of X. Then there is a (uniquley) determined minimal
element A, (resp. maximal element a*) of A. And this is given to be

A*={a"} where a* = ((al\/ag)...)\/an

A, ={as} where a,= ((alf\ag)...>/\an
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PROB by induction on n: if n = 1 then a, = a; is trivial and if n = 2
then a, is minimal by construction. Thus for n > 3 we let H :=
{ai,...,an—1} € A. By induction hypothesis we have H, = { h, }
for h* = ((a1 ANag) ...)ANap—1. Now let ay := hi Aay, then a, < hy < a;
for i < n and a4 < a, by construction. Hence we have a, < a; for any
1 € 1...n, which means a, € A,. And the uniqueness has already been
shown above. This also proves the like statement for A* by taking to
the inverse ordering b > a <= a < b.

Once again let (X, <) be any partially ordered set and A C X be a
subset of X. Then it is clear that < induces another partial order <4
on A by restricting

<4 = ()N (Ax A)

And we will write < for <4 again, that is we write (4, <) instead of
the more correct form (A, <4). Now a subset C' C X is said to be a
chain in X iff (C, <) is linearly ordered. Equivalently that is iff any
two elements of C' are comparable, formally

Ve,ye C : z<yory<cz

Lemma of Zorn
Let (X, <) be a partially ordered set (in particular X # (). Further
suppose that any chain C' of X has an upper bound v in X, formally

VO CX : Cchain = Jue XVecel : c<u

Then X already contains a (not necessarily) unique maximal element
de*eXVeeX : 28 <y = z=2"

NoTA though it may come as a surprise the lemma of Zorn surely is
the single most powerful tool in mathematics! We will see its imact on
several occasions: e.g. the existence of maximal ideals or the existence
of bases (in vector-spaces). However we do ask the reader to refer to
the literature (on set-theory) for a proof. In fact the lemma of Zorn is
just one of the equivalent reformulations of the axiom of choice. Hence
you may also regard the lemma of Zorn as a set-theoretic axiom.

In most cases we will use a quite simple form of the lemma of Zorn:
consider an arbitary collection of sets Z. Now verify that

(1) Z # 0 is non-empty

(2) if C C Zis a chain in Z (that is C # () and for any A, B € C we
get A C Bor B C A) then we get |JC € Z again
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Then (by the lemma of Zorn) Z already contains a (not necessarily
unique) C-maximal element Z € Z*. That is for any A € Z we get

Z CA = A=7

PROB regard Z as a partially ordered set (£, C) under the inclusion
relation (this is allowed, due to (1)). If now C C Z is a chain, then by
(2) we get U :=JC € Z. And clearly we have C' C U for any C € C.
Thus U is an upper bound of C and hence we may apply the lemma
of Zorn to (Z, C), to find a maximal element Z € Z*.

Of course the lamma of Zorn can also be applied to findminimal ele-
ments. In analogy tho the above we obtain the following special case:
consider an arbitary collection of sets Z. Now verify that

(1) Z # 0 is non-empty

(2) if C C Zis a chain in Z (that is C # () and for any A, B € C we
get A C Bor B C A) then we get (C € Z again

Then (by the lemma of Zorn) Z already contains a (not necessarily
unique) C-minimal element Z € Z,. That is for any A € Z we get

ACZ = A=7Z7

PROB let us define the partial order B < A <—= A C Bon Z. If
now C C Z is a chain, then by (2) we get U :=(C € Z. And clearly
U C C (which translates into C' < U) for any C' € C. Thus U is an
upper bound of C and hence we may apply the lemma of Zorn to find a
<-maximal element Z. But being <-maximal trivially translates into
being C-minimal again.

(2.2) Definition:

Let (R, +,-) be a commutative ring and () # A C ideal R be a non-empty
family of ideals of R. Then we recall the definiton of mazimal @* € A* and
minimal 0, € A, elements (concerning the order ” C”) of A:

A" = {0FeA|VaeA: 0" Ca = a=0"}
A, = {a,eAd|VaeAd:aC 0, = a=0,}
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(2.3) Definition:
Let (R,+,) be a commutative ring, then M is said to be a maximal ideal
of R, iff the following three statements hold true

(1) m < Ris an ideal
(2) m # R is proper
(3) m is a maximal element of ideal R\ { R }. That is for any ideal @ <; R

mCca = a=Morad=R

The set smax R of all maximal ideals is called maximal spectrum of R
and the intersection of all maximal ideals is called Jacobson radical of R

smaxR = {m C R|(1),(2) and (3)}
JACR = ﬂsmaxR

NoOTA in the light of this definition the maximal spectrum is nothing but the
maximal elements of the set of non-full ideals: smax R = (ideal R\ { R })*.

(2.4) Lemma: (viz. 287)

(i) Let (R,+,-) be a commutative ring and () # A C ideal R be a chain
of ideals (that is for any @, b € A we have @ C D or b C a). Then the
union of all the @ € A is an ideal of R, formally

f#A C ideal R chain — UA <; R ideal

(ii) Let R #a <; R be a non-full ideal in the commutative ring (R, +, ),
then there is a maximal ideal of R containing @1, formally

R#0 <R = dmesmaxR : aCm

(iii) In a commutative ring (R, +,-) the group of units R* of R is precisely
the complement of the union of all maximal ideals of R, formally

R* = R\UsmaxR

(iv) The zero-ring is the one and only ring without maximal ideals, formally

R=0 <= smaxR=10
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(2.5) Proposition: (viz. 288)
Let (R, +,-) be a commutative ring and M <; R be an ideal of R. Then the
following four statements are equivalent

(a) M is a maximal ideal
(b) the quotient ring R/m is a field

(¢) the quotient ring R/M is simple - i.e. it only contains the trivial ideals
a< = a={o+m}ora=",

(d) m is coprime to any principal ideal that is not already contained in m,
formally that is: for any a € R we get the implication

agm = M+aR=R

(2.6) Proposition: (viz. 288)
Let (R, +, ) be any commutative ring, then we can reformulate the jacobson
radical of R: for any j € R the following two statements are equivalent

(a) j €JACR
(b) Va € R we get 1 —aj € R*

And if @ <; R is an ideal of R, then @ is contained in the jacobson radical
iff 1 4+ @ is a subgroup of the multiplicative group. That is equivalent are

(a) @ C JACR

(b) 1+a C R*

(c) 1+a <z R*
(2.7) Proposition: (viz. 290)
Let (R,+,-) be a commutative ring and let {my,..., Mz} C smaxR be
finitely many maximal ideals of R. Then we obtain the following statements

Vi£jel...n : mH—mj:R

mao---NMg = My...Mg
m DO mMme D ... DO MMe... Mg
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2.2 Prime Ideals

(2.8) Definition:
Let (R, +,-) be a commutative ring, then P is said to be a prime ideal of
R, iff the following three statements hold true

(1) p <; R is an ideal
(2) p # R is proper
(3) Va,be Rwegetabep — a€porbeyp

And the set spec R of all prime ideals of R is called spectrum of R, formally
specR = {p C R|(1),(2) and (3) }

An ideal p, <; R is said to be a minimal prime ideal of R, iff it is a
minimal element of spec R. That is P, € spec R and for any prime ideal
P € spec R we get the implication p, € p = P, = P. Let us finally denote
the set of all minimal prime ideals of R by

smin R = (spec R)

(2.9) Proposition: (viz. 289)
Let (R, +, ) be a commutative ring and P <; R be an ideal of R. Then the
following four statements are equivalent

(a) P is a prime ideal

(b) the quotient ring R/P is a non-zero (R/P # 0) integral domain

(c) the complement U := R\ is multiplicatively closed, this is to say that
(1) 1eU
(2) uyvel = wel

(d) p # R isnon-full and for any two ideals @, b <; R we get the implication

WwWCp = acCporbcCyp

(2.10) Remark:

At this point we can reap an important harvest of the theory: maximal
ideals are prime. Using the machinery of algebra this can be seen in a most
beautiful way: if M is a maximal ideal, then R/m is a field by (2.5). But fields
are (by definition non-zero) integral domains. Hence M already is prime by
(2.9). Of course it is also possible to give a direct proof - an example of such
will be presented for (2.19).
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(2.11) Proposition: (viz. 290)
Let (R, +, ) be a commutative ring and P <; R be a prime ideal of R, then

(i) If a1,...,ar € R are finitely many elements then by induction it is
clear that we obtain the following implication

al...akep — E|i€1...k:ai6p

(ii) Likewiese let G1,...,0;r <; R be finitely many ideals of R, then by
induction we also find the following implication

k
(s Cp = Jiel...k:aCp
=1

(iii) prime avoidance
Consider some ideals bq,...,0, < R where 2 < n € IN such that
bs,....b, € spec R are prime. If now @ <; R is another ideal, then we
obtain the following implication

n
agLJm — 3Jicl...n:aCh
=1

(2.12) Example:
In a less formalistic way the prime avoidance lemma can be put like this:
if an ideal @ is contained in the union of finitely many ideals D; of which
at most two are non-prime, then it already is contained in one of these. In
spite of the odd assumption the statement is rather sharp. In fact it may
happen that @ is contained in the union of three stricly smaller ideals (which
of course are all non-prime in this case). Let us give an example of this: fix
the field E := Zs and the ideal 0 := (s,t)? = (s?,st,t?); <; E[s,t]. Then
the ring in consideration is

R = E[S,t]/o
Note that any residue class of f € FE[s,t] can be represented in the form
f+0 = f[0,0] + f[1,0]s + f[0,1]t + 0. That is R contains precisely 6
elements, namely a + bs + ¢t + 0 where a, b and ¢ € E = Zy. Now take the
following ideal

@ = (sF0t+0)y

= {f+0|f€E[st] f0,0]=0}
= {0+0,s+0,t+0,s+t+0}
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On the other hand let us also take the following ideals b; = (s + 0)R,
by := (t +0)R and by := (s +t +0)R. Now an easy computation (e.g. for by
we get (s +0)(a+bs+ ct+0) = as + 0) yields

by = {0+0,s+0}
b, = {0+0,t+0}
b3 = {0+0,s+t+0}

And hence it is immediately clear that any b; C @ is a strict subset, but the
union of these ideals precisely is the ideal 0 again

a = 51 UbgUbg

(2.13) Lemma: (viz. 291)

Let (R,+,) and (S,+,-) be any two commutative rings and denote their
prime spectra by X := spec (R) and Y := spec (S) respectively. Now con-
sider some ring-homomorphism ¢ : R — S. Then ¢ induces a well-defined
map on the spectra of S and R, by virtue of

spec(¢) 1 Y = X : 9 ' (q)

For any element a € R let us denote X, := {p€ X |a &P} and for any
ideal @ <; R let us denote V(@) :={pe X |a Cp}. Ifnowa e R, a0 < R
and b <; S, then spec (¢) satisfies the following properties

(Spec 90) ! ( ) = Yap(a)
(spec ) (V(0)) V (¢7H(0))
(spec) ™t (V(@)) V ({(a) )1)

N

(2.14) Proposition: (viz. 292)

(i) Let (R,+,-) be a commutative ring and P C spec R be a chain of
prime ideals of R (that is for any p, § € P we have p C Jor q C D).
Then the intersection of all the p € P is a prime ideal of R, formally

) #P C specR chain = ﬂP € spec R prime

(ii) Let ) # P C spec R be a non-empty set of prime ideals of the com-
mutative ring (R, +,-). And assume that P is closed under C, i.e

VpespecR VqeP : pC g = peP

Then P already contains a minimal element, formally that is P, # 0.
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(iii) Let (R,+,-) be a commutative ring and consider an arbitary ideal
0 <; R and a prime ideal § <; R. We now give a short list of possible
conditions we may impose and the respective assumptions that have
to be supposed for @ and ¢ in this case

assumption ‘ condition(p)

R#0 none
nothing pCyq
O#R acy

acyq acCpcCq

Then there is a prime ideal P of R that is minimal among all prime
ideals satisfying the condition imposed. Formally that is

0 # {p € specR | condition(p) },

(iv) Let (R,+,-) be a commutative ring, @ <; R be any ideal and § <; R a
prime ideal with @ € (. Then there is a prime ideal P, minimal over
0 that is contained in . Formally that is

dp,e{pespecR|a Cp}, with aCp Cq

(v) Let (R,+,-) be a commutative ring, @ <; R be an ideal of R and
U C R be a multiplicatively closed set (that is 1 € U and u, v € U
implies uwv € U). If now A N U = () then the set of all ideals b < R
satisfying @ € b € R\ U contains maximal elements. And any such
is maximal element is a prime ideal, formally

0 # {b ﬁiR\agbgR\U}* C specR

(2.15) Corollary: (viz. 364)

(i) Let (R,+,-) be a non-zero R # 0, commutative ring, then the set of
zero-divisors of R is the union of a certain set of prime ideals of R

ZDR = U{pESpecRH)QZDR}

(ii) In a commutative ring (R, +,-) the minimal prime ideals are already
contained in the zero-divisors of R, formally that is

pesminR = P CzZDR
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2.3 Radical Ideals

(2.16) Definition:
Let (R, +,-) be a commutative ring, @ <; R be an ideal of R and b € R be
an element. Then we define the radical v/a and fraction a: b of @ to be

Vva o= {aeR[ﬂkG]N:akEG}
a:b = {ac€R|abea}

Now @ is said to be a radical ideal (sometimes this is also called perfect
ideal in the literature), iff @ equals its radical, that is iff we have

(1) a <R
(2) a=va

And thereby we define the radical spectrum srad R of R to be the set of
all radical ideals of R, formally that is

srad R := {a < R\C(:\ﬁ}

(2.17) Proposition: (viz. 293)
Let (R, +,-) be a commutative ring, @ <; R be an ideal of R and b € R be
an element. Then we obtain the following statements

(i) The fraction @ : b is an ideal of R again containing @, formally that is
a C a:b < R
(ii) The radical v/0 even is a radical ideal of R containing @, formally again

a C Va € sradR

(iii) Let (R,+,-) be a commutative ring, 0, b <; R ideals and b € R, then
achb = a:0Ch:b
ach — vac b

(iv) Let (R,+,-) be a commutative ring, @ <; R an ideal and b € R, then
a:b =R < beaq

Thus if p <; R even is a prime ideal then we have precisely two cases

(R ifbeyp
p:b = {p ith¢p
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(v) The intersection of a collection A # () of radical ideals is a radical ideal

0#£AAC sradR — ﬂAesradR

(vi) Let again (R,+,-) be a commutative ring, 0; <; R be an arbitary
family of ideals (i € I) and b € R. Then we find the equality

(@i:b) = (ﬂ%):b

i€l el

(2.18) Proposition: (viz. 295)
Let (R, +, ) be a commutative ring and @ <; R be an ideal of R. Then the
following four statements are equivalent

(a) Va Ca

(b) 6 =+/ais a radical ideal

(c) Vac Rweget 3IkeN:a* €@ = aca
)

(d) the quotient ring R/a is reduced, i.e. it contains no non-zero nilpotents

NILR/a = {0+a}

(2.19) Corollary: (viz. 295)
Let (R,+,-) be a commutaive ring and M, p and @ <; R be ideals of R
respectively. Then we have gained the following table of equivalencies

M maximal <= R/m field

P prime <= R/ p non-zero integral domain

0 radical <= R/a reduced

where a ring S is said to be reduced, iff s* = 0 (for some k € C IN) implies
s = 0. And subsuming the properties of the respective quotient rings we
thereby find the inclusions

smaxR C specR C sradR
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(2.20) Proposition: (viz. 295)

(1)

(iii)

(vii)

(viii)

The radical of @ is the intersection of all prime ideals containing 0, i.e.

va = ({pespecR|a Cp}
= ({pespeck|aCp},

In particular the nil-radical is just the intersection of all prime ideals

NILR = V0 = ﬂspecR = ﬂsminR

In a commutative ring (R,+,-) the map 0 — /@ is a projection
(i.e. idempotent). That is for any ideal @ <; R we find

Jva = va

Let (R, +,+) be a commutative ring, @ <; R be an arbitary and p <; R
be a prime ideal. If now k € IN, then we get the implication

*Ccpcva = p=+a
Let (R,+,-) be a commutative ring, @, § <; R be ideals, then we get

Vab = vanb = vanvb

And thereby - if (R, 4+, -) is a commutative ring, 1 <k € Nand @ <; R
is an ideal, then we obtain the equality

Vi = VA

Let @ <; R be a finitely generated ideal in the commutative ring
(R,+,-). And let b <; R be another ideal of R. Then we get

aC Vb — 3JkeN:atCb

Let again (R, +,-) be a commutative ring and @; <; R be an arbitary
family of ideals (i € I), then we obtain the following inclusions

Z va C Z a;
iel \/ icl

m a C ﬂ Va;
\/ icl icl
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(2.21) Remark:

Due to (2.17.(iii)) the intersection of prime ideals yields a radical ideal.
And in (2.19) we have just seen that maximal and prime ideals already are
radical. Now recall that the jacobson-radical JAC R has been defined to be
the intersection of all maximal ideals. And we have just seen in (2.20.(ii))
above that the nil-radical is the intersection of all (minimal) prime ideals.
This means that both are radical ideals (and hence the name)

JACR = ﬂsmaXR € srad R
NILR = ﬂspecR € srad R

(2.22) Example:

Note however that taking sums and radicals of (even finitely many) ideals
does not commute. That is there is no analogous statement to (2.20.(vi))
concernong sums 0 +D0. As an example consider R := E|[s, t], the polynomial
ring in two variables, where (E, +,-) is an arbitary field. Now pick up

p:= (s°-t)R and q := tR

It is clear that P and § are prime ideals (as the quotient is isomorphic to the
integral domain E[s] under the isomorphisms induced by f(s,t) — f(s,s?)
and f(s,t) — f(s,0) respectively). However the sum P + q of both not even
is a radical ideal, in fact we get

P+q = s’R+tR C sR+tR = \/p+q

PROB We first prove A+q = s2R+tR - thus consider any h = (s> —t)f+tg €
P+, then h can be rewritten as h = s?f +t(g — f) € s°R + tR. But con-
versely t € ¢ € p+q and s = (s> —t)+t € p+ 4. In particular s is
contained in the radical of p + q and hence p+q C sR+tR C /p+4.
As sR+tR is prime (even maximal) this implies the equality of the radical
ideal. So finally we wish to prove s ¢ P + ¢ (and in particlar p + q is no
radical ideal. Thus suppose s = s2f + tg for some polynomials f, g € R.
Then (as s is prime and does not divide t) s divides g. To be precise we get
g = shfor h = (1—st)/t € R. And hence we get s = s?f + sth. Eliminating
s we find 1 = sf 4 th, an equation that cannot hold true (as 1 is of degree
0 and sf + th of degree at least 1). Thus we got s> & s?R + tR.

(2.23) Example: (viz. 298)

Be aware that radicals may be very large when compared with their original
ideals. E.g. it may happen that @ = aR is a principal ideal, but /a is not
finitely generated. In fact in the chapter of proofs we give an example where
there even is no n € IN such that (/)" C a, as well.
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(2.24) Remark:

Combining (2.17.(iii)) and (viii) in the above proposition it is clear that for
an arbitary collection of ideals ; <; R (where ¢ € I) in a commutative ring
(R, +, ) we obtain the following equalities

ﬂ@=@

iel

(2.25) Example:

The inclusions in (2.20.(viii)) need not be equalities! As an example let us
consider the ring of integers R = Z. And let us take I = IN and 0; = p'Z
for some prime number p € Z.. As any non-zero element of 7 is divisible by
finite powers p’ only the intersection of the @; is {0}. On the other hand
V@; = pZ due to (2.20.(vil)) and since pZ is a prime (and hence radical)
ideal of Z. Thereby we found the counterexample

ﬂa¢:\/6:0 CpZ:ﬂpZ:ﬂ\/CTi
ViE]N i€IN i€N

(2.26) Proposition: (viz. 298)

Let now ¢ : R — S be a ring-homomorphism between the commutative
rings (R, +,-) and (S, +,-). And consider the ideals @ <; R and b <; S.
Then let us denote the transfered ideals of @ and b

bNR = ¢ '0) < R
as = (p@) < S

Note that in case that ¢ is surjective (but not generally), we get 0.5 = o(0).
Using these notions we obtain the following statements

(i)

VBNnR = VBNR
(i)

vas = y/vas

(iii) Now let us abbreviate by x any of the words mazximal ideal, prime ideal
or radical ideal. Then we find the equivalence

bisax <= DbNRisax
And if ¢ : R — S even is surjective then we get another equivalence

0+kn(p)isax <= aSisax*
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2.4 Noetherian Rings

In this section we will introduce and study noetherian and artinian rings.
Both types of rings are defined by a chain condition on ideals - ascending in
the case of noetherian and descending in the case of artinian rings. So one
might expect a completely dual theory for these two objects. Yet this is not
the case! In fact it turns out that the artinian property is much stronger:
any artinian ring already is noetherian, but the converse is false. An while
examples of noetherian rings are abundant, there are few artinian rings. On
the other hand both kinds of rings have several similar properties: e.g. both
are very well-behaved under taking quotients or localisations.

Throughout the course of this book we will see that noetherian rings have
lots of beautiful properties. E.g. they allow the Lasker-Noether decomopsi-
tion of ideals. However in non-noetherian rings peculiar things may happen.
Together with the easy properties of inheritance this makes noetherian rings
one of the predominant objects of commutative algebra and algebraic ge-
ometry. Artinian rings are of lesser importance, yet they arise naturally in
number theory and the theory of algebraic curves.

(2.27) Definition: (viz. 300)
Let (R, +,-) be a commutative ring, then R is said to be noetherian iff it
satisfies one of the following four equivalent conditions

(a) R satisfies the ascending chain condition (ACC) of ideals - that is any
family of ideals 0y <; R of R (where k € IN) such that

G € 01 € ... € 0 C Q1 C

becomes eventually constant - that is there is some s € IN such that

dh € ap € ... € Qs = Qg1 = ...

(b) Every nonempty family of ideals contains a maximal element, formally
that is: for any () # A C ideal R there is some a* € A*.

(c) Every ideal of R is finitely generated, formally that is: for any ideal
0 <; R there are some ay,...,a; € R such that we get

a = (a,...,a5);i = iR+ -+ arR

(d) Every prime ideal of R is finitely generated, formally that is: for any
prime ideal P € spec R there are some ay,...,a; € IR such that

p=A(ar,...,ap)i = aiR+-- +arR
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We will now define artinian rings (by property (a) from a strictly logical
point of view). And again we will find an even longer list of equivalent
statements. The similarity in the definition gives strong reason to study
these objects simultaneously. But as oftenly only one half of the equivalen-
cies can be proved straightforwardly while the other half requires heavy-duty
machinery that is not yet available. For a novice reader it might hence be
wise to concentrate noetherian rings only. These will be the important ob-
jects later on. Artinian rings not only are far less common but they also are
severely more difficult to handle.

(2.28) Definition: (viz. 77)
Let (R,+,-) be a commutative ring, then R is said to be artinian iff it
satisfies one of the following six equivalent conditions

(a) R satisfies the descending chain condition (DCC) of ideals - that is
any family of ideals 0 <; R of R (where k € IN) such that

Gp 2 01 2 ... 2 0 2 Opy1 2

becomes eventually constant - that is there is some s € IN such that

G 2 01 2 ... 2O 0s = 0g41 = ...

(b) Every nonempty family of ideals contains a minimal element, formally
that is: for any () # A C ideal R there is some @, € A,.

(¢) R is of finite length as an R-module - that is there is an upper bound
on the maximal length of a strictly ascending chain of ideals, formally

< :
/(R) := sup {kE]N 300,01, 0 < R } < 0

0o C @; C ... C Qg

(d) Risanoetherian ring and any prime ideal already is maximal, formally

smax R = specR

(e) R is a noetherian ring and even any minimal prime ideal already is a
maximal ideal, formally again

smax R = smin R

(f) R is a noetherian ring whise jacobson radical equals its nil-radical
(i.e. JAC R = NIL R) and that is semi-local (i.e. #smax R < 00).
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(2.29) Example:

Any field F is an artinian (and noetherian) ring, as it only contains
the trivial ideals 0 and E. In particular the chain of ideals with strict
inclusions is 0 C FE, and this is finite.

Any finite ring - such as Z,, - is artinian (and noetherian), as it only
contains finitely many ideals (and in particular any chain of ideals has
to be eventually constant).

We will study principal ideal domains (PIDs) in section 2.6. These are
integral domains R in which every ideal @ <; R is generated by some
element a € R (that is @ = aR). In particular any ideal is finitely
generated and hence any PID is noetherian.

The integers Z form an easy example of a noetherian ring (as they
are a PID). But they are not artinian, e.g. they contain the infinitely
decreasing chain of ideals Z D 2Z D 4Z D> 82 > ... D 2*7Z > ...

We will soon see (a special case of the Hilbert basis theorem) that the
polynomial ring R = Elti,...,t,] in finitely many variables over a field
F is anoetherian ring. And again this is no artinian ring, as it contains
the infinitely decreasing chain of ideals R D H4tR D 3R D ...

Of course there are examples of non-noetherian rings, too. E.g. let £
be a field and consider R := Et; | 1 < i € IN] the polynomial ring
in (countably) infinitely many indeterminates. Then R is an integral
domain but it is not noetherian. Just let P, = (t1,t2,...,%x )i be
the ideal generated by the first k£ indeterminates. Then we obtain an
infinitely ascending chain of (prime) idealsp, C P, C ... C P, C ...

Non-noetherian rings may well lie inside of noetherian rings. As an
example regard the ring R = E[t; | 1 < i € IN] again. As R is an
integral domain R is contained in its quotient field F'. But as F' is a
field it in particular is noetherian.

(&) We would finally like to present an example from complex analy-
sis: let O :={f:C — C | f holomorphic } be the ring of entire func-
tions (note that this is isomorphic to the ring C{z} of globally conver-
gent power series). Now let Oy == {f € O |VE<neN: f(n)=0}.
Clearly the ; <; O are ideals of O they even form a strictly ascend-
ing chain of ideals (this is a special case of the Weierstrass product
theorem). Again O is an integral domain (by the identity theorem of
holomorphic functions).
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(2.30) Proposition: (viz. 302)
Let (R, +,-) be a commutative ring and fix * as an abbreviation for either of
the words noetherian or artinian. Then the following statements hold true:

(i) If @ <; R is an ideal and R is %, then the quotient R/a also is a * ring.

(ii) Let (S,+,-) be any ring and let ¢ : R — S be a surjective ring-
homomorphism. If now R is a % ring, then S is a * ring, too.

(iii) Suppose R and S are commutative rings. Then the direct sum R & S
is a % ring if and only if both R and S are x rings.

(2.31) Remark:

We are about to formulate Hilbert’s basis theorem. Yet in order to do this
we first staighten out a few thigs for the reader who is not familiar with the
notion of an R-algebra. Consider a commutative ring (S, 4+, -) and a subring
R <, S of it. Further let £ C S be any subset, then we introduce the
R-subring of S generated by E to be the following

m n
R[E] = Zai €;,j m,n € IN7 a; € R, €i,j el
=1 j=1

NotA that 0 € R[X] as m = 0 and 1 € R[E] as n = 0 are allowed. And
thereby R[E] is a subring of S, containing R. In fact R[E] is precisely the
R-subalgebra of S generated by E in the sense of section 3.2. And for those
who already know the notion of polynomials in several variables this can
also be put in the following form

R[E] = {f(el,...,en) ‘ 1<nel, fER[tl,...,tn], eiEE}

In particular if F is a finite set - say £ = {e1,...,ex} - we also write
Rley,...,ex] :== R[E]. And this is just the image of the polynomial ring
RJt1,...,ty] under the evaluation homomorphism ¢; — e;.

(2.32) Theorem: (viz. 304) Hilbert Basis Theorem

Let (S, 4+, ) be a commutative ring and consider a subring R <, S. Further
suppose that S is finitely generated (as an R-algebra) over R, that is there
are finitely many ey, ..., e, € S such that S = Rley,...,e,]. If now R is a
noetherian ring, then S is a noetherian ring, too

R noetherian = S = Rley,...,ey] noetherian
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(2.33) Remark:

The major work in proving Hilbert’s Basis Theorem lies in regarding the
polynomial ring S = R[t]. The rest is just induction and (2.30.(iii)). And for
this we chose a constructive proof. That is given a non-zero ideal 0 # I <; .S
we want to find a finite set of generators of . To do this let

G = {le(f) [ feu, deg(f) =k}U{0}

As Q. is an ideal of R it is finitely generated, say Ox = (ak1,-- -, Qpn(k) )i
where ay; = fi,; for some fi; € W with deg(fy; = k and ay; = lc(fr,;).
Further the a; form an ascending chain and hence there is some s € IN such
that s = 0541 = 0542 = .... Then a trick argument shows

U = <fk71‘/€€0...8, ’iGl...’rL(k)>i

(2.34) Definition:

Let (R,+,-) be any commutative ring and q,, § <; R be a prime ideals of
R. Then we say that {, lies directly under  if q, is maximal among the
prime ideals contained in . And we abbreviate this by writing ., C. (.
Formally that is

do C+q = q,e{pespeck|p Cq}’
< (1) 9, €specRwith q, C q
(2) VpespecR : q, CPCq =9, =porp=g

(2.35) Proposition: (viz. 306)
Let (R, +,-) be a noetherian ring, then we obtain following three statements

(i) Any non-empty set of prime ideals of R contains maximal and minimal
elements. That is for any () £ p C spec R we get

Pi#0 and P*#£0

(ii) In particular for any two prime ideals P, § <; R with p C q there is
a prime ideal q, lying directly under . Formally that is

3q,€specR : P Cq, C« ¢

(iii) Let @ <; R be any ideal except 0 # R, then there only are finitely
many prime ideals lying minimally over 0. Formally that is

1 < #{pespecR|aC P}, <
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(2.36) Proposition: (viz. 77)
Let (R,+,) be an artinian ring, then we obtain following seven statements

(i) An artinian integral domain already is a field, that is the equivalence

R artinian, integral domain <= R field

(ii) Any artinian ring already is a noetherian ring, that is the implication

R artinian = R noetherian

(iii) Maximal, prime and minimal prime ideals of R all coincide, formally

smax R = specR = sminR

(iv) R is a semilocal ring, that is it only has finitely many maximal ideals

#smax R < oo

(v) The jacobson radical and nil-radical coincide and are nilpotent, that is

JACR = NILR and IneNN:(JACR)" =0

(vi) The reduction R/NIL R is isomorphic to the (finite) direct sum of its
residue fields - to be precise we get

R/ NIL R = @ R/ m

m e smaxRr

(vii) R can be decomposed into a finite number of local artinian rings. That
is there are local, artinian rings L; (where i € 1...7 := #smax R) with

R = L& 8L

(2.37) Corollary: (viz. 306)

Let (R,+,-) be any commutative ring, then R is the union of a net of
noetherian subrings. That is there is a family (R;) (where i € I) of subrings
such that the following statements hold true

(1) R; <; Ris a subring for any i € I
2)
(3) R= UiEI R

(4) Vi,j € I 3k € I such that R;UR; C Ry,

R; is a noetherian ring for any ¢ €
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2.5 Unique Factorisation Domains

The reader most propably is aware of the fact, that any integer n € Z (apart
from 0) admits a decomposition into primes. In this and the next section
we will study what kinds of rings qualify to have this property. We will see
that neotherian integral domains come close, but do not suffice. And we
will see that PIDs will allow primary decomposition. That is the truth lies
somewhere in between but cannot be pinned down precisely.

According to the good, old traditions of mathematics we’re in for a
definition: a ring will simply said to be factorial, iff it allows primary de-
composition (a mathematical heretic might object: ”If you can’t prove it,
define it!”). Then PIDs are factorial. And the lemma of Gauss is one of the
few answers in which cases the factorial property is preserved.

So we have to start with a lengthy series of (luckily very easy) definitions.
But once we have assembled the language needed for primary decomposition
we will be rewarded with several theorems of great beauty - the fundamental
theorem of arithmetic at their center.

(2.38) Definition: (viz. 307)

Let (R,+,-) be a commutative ring and a, b € R be two elements of R.
Then we say that a divides b (written as a | b) iff one of the following
three equivalent properties is satisfied

(a) beaR
(b) bR C aR
(¢c) 3heR : b=ah

And we define the order of ¢ in b to be the highest number k£ € IN such that
a® still divides b (respectively oo if a* divides b for any k € IN)

(a:b) = sup{keN|bead*R} € NU{0}

Now let R even be an integral domain. Then we say that a and b are asso-
ciated (written as a ~ b) iff one of the following three equivalent properties
is satisfied

(a) aR =bR
(b) a | band b | a
(¢c) da € R* : b=aa
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(2.39) Proposition: (viz. 308)

(i) Let (R,+,-) be any commutative ring then for any a, b and ¢ € R the
relation of divisibility has the following properies

110
a| 0
a | ab

0]b <= b=0
a|l <= a€cR
al|b = ac| bc

(ii) If @, b and v € R such that u € NzD R is a non-zero divisor of R, then
we even find the following equivalence

a|b < au| bu

(iii) Divisibility is a reflexive, transitive relation that is antisymmetric up
to associativity. Formally that is for any a, b and ¢ € R

a | a
a|bandb | ¢ = a|c
a|bandb | a = a=xb

(iv) Let (R,+,-) be an integral domain, then associateness = is an equiva-
lence relation on R. And for any a € R* its equivalence class [a] under
~ is given to be aR*. Formally that is

[a] = aR* = {aa|a€eR"}

(2.40) Remark:

If (R,+,-) is an integral domain and a, b € R such that a # 0 and a | b
then the divisor h € R satisfying b = ah is uniquely determined. As we
sometimes wish to refer to the divisor, it deserves a name of its own. Hence
if R is an integral domain, a, b € R with a # 0 and a | b we let

% := h such that b = ah
PROB we have to show the uniqueness: thus suppose b = ag and b = ah
then a(g — h) = 0. And as a # 0 and R is an integral domain this yields
g —h =0 and hence g = h.
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(2.41) Example:

Let (R, +,-) be an commutative ring and a, b € R. Let us denote the ideal
generated by a and b by 0 := aR+bR. Now consider any polynomial f € R[t],
1 <k €N and let d := deg(f). Then a straightforward computation yields

- . B d ' k—1+i s
fa)a® — f(b)b (a=b) (D fli] D ab
i=0 Jj=0

A special case of this is the third binomial rule a? —b? = (a —b)(a+b) which
is obtained by leting f(t) := t. Thus this cumbersome double sum on the
right is the divisor of f(a)a® — f(b)b* times a — b. And in the case of an
integral domain (and a # b) this even is uniquely determined. And from the
explict representation of the divisor one also finds

d k=141

f(a)ak_l{(b)bk _ Zf[l] Z i e gFt
a= i=0 §=0

(2.42) Remark:
Let (R,+,+) be a commutative ring, recall that we have defined the set of
relevant elements of R to be the non-zero, non-units of R

R* = R\(R*U{O})
e R*® is empty if and only if R =0 or R is a field, that is equivalent are
R*=() <= R=0or R field

PRrROB if R = 0 then trivially R® = (). Conversely R® = () if and only if
R* = R\ {0}. And this is just the definition of R being a field.

e The complement of R® is multiplicatively closed (recall that this can
be put as: 1 ¢ R®* and a, b ¢ R®* — ab ¢ R®)

R\ R* = R*U{0} is multiplicatively closed

PROB first of all we have 1 € R*U{0} = R\ R* (wether R = 0 or not).
Now consider a, b € R\ R*. If a = 0 or b = 0 then ab = 0 and hence
ab € R\ R®. Else if a, b # 0 then a, b € R* and hence ab € R*, too.

e If R is an integral domain, then R® is closed under multiplication, i.e.
R integral domain — (a, be R®* = abe R')

PRrROB if a, b € R® then a, b # 0 and hence ab # 0, as R is an integral
domain. Also we get a, b ¢ R* and likewise this implies ab ¢ R* (else
we had a=! = b(ab) ! for example). Together this means ab € R®.
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(2.43) Definition:

Let (R,+,-) be a commutative ring and p € R be an elements of R. Then
p is said to be irreducible if p is a relevant element of R but cannot be
further factored into relevant elements. Formally iff

(1) pe R*
(2) Va,be R: p=ab = a€ R*orbe R*

Likewise p € R is said to be a prime element of R, iff it is a relevant element
of R such that it divides (at least) one of the factors in every product it
divides. Formally again, iff

(1) pe R*
(2) Va,beR:p | ab = p | aorp | b
(2.44) Definition:
Let (R,+,-) be a commutative ring and a € R and let x abbreviate either

the word prime or the word irreducible. Then a tupel (a,p1,...,pr) (with
k € N and k = 0 allowed!) is said to be a x decompostion of a, iff

(1) a € R*
(2) a = ap1...pk
3) Viel...n:p, € Ris*

If (a,p1,...,pr) at least satisfies (1) and (3) then let us agree to call it a
* series. Now two * series (a,p1,...,pr) and (B, q1,-..,q) are said to be
essentially equal (written as (a,pi1,...,pr) = (B, q1,...,q)), iff & =1,
both decompose the same element and the p; and ¢; are pairwise associated.
Formally that is («, p1,...,pk) = (B, q1,--.,q) <= (1), (2) and (3) where

(1) k=1
(2) apr...px = Bq1...q
(3) 3oeSp:Viel...k: pi ~ g,

(2.45) Example: ()

Let (R,+,-) be an integral domain and a € R, then the linear polyonmial
p(t) ==t —a € R[t] is prime. Note that this need not be true unless R is an
integral domain. E.g. for R = Zg we have

t—1=(2t4+1)(3t—1) but t—1)2+1, t—1/3t—1
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PROB consider f, g € R[t] such that p | fg. that is there is some h € R]t]
such that (t—a)h = fg. In particular f(a)g(a) = (fg)(a) = (a—a)h(a) = 0.
As R is an integral domain this means f(a) =0 or g(a) = 0. And from this
againwe get p=t—a | forp=t—a | g.

(2.46) Definition:

Let (R, +,-) be a commutative ring again and ) # A C R be a non-
empty subset of R. Then we say that m € R is a common multiple
of A, iff every a € A divides m, formally

Al m <= VYacA:a|m

And thereby m is said to be a least common multiple of A, iff m
is a common multiple that divides any other common multiple

(1) A [ m
2)VneR:A|n = m|n

And we denote the set of least common multiples of A by lem(A) i.e.

lem(A) = {meR|(1)and (2)}

Analogous to the above we say that an element d € R is a common
divisor of A, iff d divides every a € A, formally again

d]| A <= VYacA:d]|a
And thereby d is said to be a greatest common divisor of A, iff d

is a common divisor that is divided by any other common divisor

(1)dl A
(2) VeeR:c| A= c| d

And we denote the set of greatest common divisors of A by ged(A) i.e.

ged(A) = {deR|(1)and (2)}

Finally A is said to relatively prime, iff 1 is a greatest common
divisor of A. And by (2.39) this can also be formulated, as

A relatively prime <= 1€ ged(A)
< V¢c€ER : ¢| A= ceR"

By abuse of notation a finite family of elements aq,...,a; € R is said
to be relatively prime, iff the set {a1,...,a} is relatively prime.
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(2.47) Proposition: (viz. 308)

(i)

(iii)

(iv)

(vi)

(vii)

(viii)

Let (R,+,-) be a commutative ring, p € R be a prime element and
ai,...,ar € R be arbitary elements of R. Then we obtain

k
p | Hai = Jiel...k:p| a
i=1

Let (R,+,-) be a commutative ring and p € R. Then p is a prime
element iff p # 0 and the principal ideal pR <; R is a prime ideal

p € Rprime <= p+#0and pR <; R prime
Let (R,+,-) be a commutative ring, p € R and @ € R* a unit of R.
Let us again abbreviate the word prime or irreducible by x, then
pis* <= apisx*
Let (R, +, ) be an integral domain 0 # a € R and b € R® be a non-zero

non-unit. Then we obtain the following strict inclusion of ideals

(ab)R C aR

Let (R,+,-) be an integral domain. Then any prime element of R
already is irreducible. That is for any p € R we get

p is prime = p is irreducible

Let (R,+,-) be an integral domain. Then the set D of all d € R that
allow a prime decomposition is saturated and multiplicatively closed.
That is D :={ap1...px |« € R*, k € N, p; € R prime} satisfies
1 € D
c,de D <— cdeD

Let (R, +,-) be an integral domain, p1,...,pk,q1,...,q € R be a finite
collection of prime elements of R (where k, [ € N with k =0and =0
allowed) and «, 3 € R* be two units of R. Then we obtain

k=1 and do € S such that

apr...pxk=0q ... q Viel...k : pi =g

Let (R,+,-) be an integral domain and ) # A C R be a non-empty
subset of R. Further let d, m € R be two elements of R, then

m € lem(A) <= lem(A4) = mR*
deged(d) <= ged(A) =dR”
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(2.48) Theorem: (viz. 311)
Let (R, +,-) be a noetherian integral domain and fix some elements a, b and
p € R where p is prime. Then we obtain the following statements

(i) If a € R* then the order in which a divides b is finite, formally that is
(a:b)y € N
(ii) The order of a prime element p € R turns multiplications into additions
(p:ab) = (p:a)+(p:b)

(ili) Any a # 0 admits an irreducible decomposition. That is there are
some « € R* and finitely many irreducibles p1,...,pr € R such that

a = api...pg

(iv) If 0 #p < R is any prime ideal of R then P is generated by finitaly
many irreducibles. That is there are p1,...,pr € R irreducible with

p = <p1a"'7pk>i

(v) Let P C R*® be a set of parwise non-associate non-zero non-units of
R. That is we assume that for any p, g € P we get p~ ¢ = p = q.
Then for any a # 0 the number of p € P that divide a is finite, i.e.

#{pePlaepR} <

(vi) Let b € R® be a non-zero, non-unit of R. Further consider a finite
collection ¢1,...,qx € R of prime elements of R that are pairwise
non-associate. That is for any ¢, j € 1...k we assume

Gp~=qg = 1=

If now p € R is any prime element of R then we obtain the statements
i b
a = quqz. ) ‘ b
i=1

b
plb = p| - xor Jicl...k:pryg
a
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(2.49) Definition: (viz. 314)

We call (R, +,-) an unique factorisation domain (which we will always
abbreviate by UFD), iff R is an integral domain that further satisfies one
of the following equivalent properties

(a)

(b)

Every non-zero element admits a decomposition into prime elements.
That is for any 0 # a € R we get the following statement

3 (a,p) = (a, p1,...,pk) prime decomposition of a
Every non-zero element admits an essentially unique decomposition
into irreducible elements. That is for any 0 # a € R we have

(1) (e, p) = (o, p1, - .., pi) irreducible decomposition of a
(2) (a,p),(B,q) irreducible decompositions of a = (a, p) =~ (0, q)

Every non-zero element admits a decomposition into irreducible ele-
ments and every irreducible element is prime. Formally that is

(1) VO# a € R 3(a,p) irreducible decomposition of a
(2) Vpe R : pprime <= p irreducible

The principal ideals of R satisfy the ascending chain condition and
every irreducibe element is prime, Formally that is

(1) for any family of elements a;, € R (where k € IN) of R such that
aoR C a1R C ... C aprR C ap 1R C ... there is some s € IN
such that for any ¢ € IN we get as; R = asR.

(2) Vpe R : pprime < p irreducible
Any non-zero prime ideal of R contains a prime element of R, formally

VO#pespecR dpe P prime : pepP

(O) Let D := {ap1...px | @« € R*, k € N, p; € R prime} denote
the set of all d € R that allow a prime decomposition again. Then
either R = 0 is the zero ring or the quotient field of R is precisely the
locaslisation of R in D, formally

QUOTR = D 'R
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(2.50) Remark:

The zero-ring R = 0 trivially is an UFD. As it does not contain a single
non-zero element such that condition (a) of UFDs is void (hence true).

Propery (b) guarantees that - in an UFD (R, +,-) - any nonzero ele-
ment 0 # a € R admits an irreducible (equivalently prime) decompo-
sition @ = aps ... pg, that even is essentially unique. And this unique-
ness determines the number k of irreducible factors. Hence we may
define the length of a to be precisely this number

l(a) := k where (a,pi,...,pr) prime decomposition of a

Any field (E,+,-) is an UFD, as we allowed k& = 0 for a prime de-
composition (o, p1,...,pr). To be precise if 0 # a € E then a € E*
already is a unit and hence (a) is a prime decomposition of a.

In the next section we will prove that any PID (i.e. an integral domain
in which every ideal can be generated by a single element) is an UFD.

If (R,+,-) is a noetherian integral domain in which any irreducible
element is prime, then R is an UFD. This is clear from property (d).

If (R,+,-) is an UFD then so is the polynomial ring R[¢] (this is the
one of the lemmas of Gauss that will be proved in (77)).

(¢) If (R, +,-) is an UFD and U C R is multiplicatively closed, then
U~'R is an UFD too. In fact, if p € R is a prime element then p/1
either is a unit or a prime in U~!R. This will be proved in (2.109).

($) A subring O <, C of the complex numbers is said to be an
algebraic number ring, iff any a € O satisfies an integral equation over
7 (that is there is a normed polynomial f € Z[t] such that f(a) =0).
We will see that any algebraic number ring O is a Dedekind domain.
And it is also true, that O is an UFD if and only if it is a PID.

This list of UFDs is almost exhaustive. At the end of this section
we will append a list of counter examples such that the reader may
convince himself that the above equivalencies cannot be generalized.
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(2.51) Remark:

It is oftenly useful not to regard all the prime (analogously irreducible)
elements of R but to restrict to a representant set modulo associateness.
That is a subset P C R such that we obtain a bijection of the form

P — {pER\pprime}/% . p i pR*

PROB this is possible since ~ is an equivalence relation on R of which the
equivalence classes are precisely aR* by (2.39). In particular ~ also is on
equivalence relation on the subset P of prime elements of R. And by (2.47)
we know that for any p € P we have [p] = {q€ P |p~q} = pR* again.
Hence we may choose IP as a representing system of P/ & by virtue of the
axiom of choice.

(2.52) Example:

e The units of the integers Z are given to be Z* = {—1,+1}. That is
associateness identifies all elements having the same absolute value,
aZ* = {—a,a}. And thereby we can choose a representing system of
7, modulo ~ simply by choosing all positive elements a > 0. Thus we
find a representing system of the prime elements of Z by

P := {pcZ|pprime, 0<p}

e (&) Now let (E,+,-) be any field and consider the polynomial E[t].
Then we will see that the units of E[t] are given to be E[t]* = E* =
{at® | 0 # a € E}. Thus associateness identifies all polynomials
having the same coefficients up to a common factor. That is we get
fE[t]* = {af | 0 # a € E}. Thus by requiring a polynomial f to be
normed (i.e. f[deg(f)] = 1) we eliminate this ambiguity. Therefore we
find a representing system of the prime elements of E[t] by

P := {pe E[t]|p prime, normed }
(2.53) Theorem: (viz. 315)

Let (R, +,-) be an UFD, p € R be a prime element and 0 # a, b € R be any
two non-zero elements. Then the following statements hold true

(i) Suppose («,pi,...,px) is a prime decomposition of a. Then for any
prime p € R the order of p in a can be expressed as

(p:a)y = #{iel...k|p=p;} € N
(ii) The order of a prime element p € R turns multiplications into additions

(prab) = (p:a)+(p:b)
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(iii)

(iv)

(vi)

(vil)

a divides b if and only if for any prime p the order of p in a does not
exceed the order of p in b. Formally that is the equivalence

a|b <= VpeRprime:(p:a)<(p:b)

Let IP be a representing system of the prime elements modulo associ-
ateness. Then for any 0 # a € R we obtain a unique representation

lae R EI!nz(n(p))E@]N : a:aHp"(p)
peP peP

and thereby we even have n(p) = (p : a) such that the sum of all n(p)
is precisely the length of a (and in particular finite). Formally that is

la) = Zn(p) < o0

pelP

Nota that n € ®,N, that isn : P — IN is a map such that the number
of p € P with n(p) # 0 is finite. And hence the product over all p"(P)
(where p € P) well-defined using the notations of section 1.2.

Let P be a representing system of the prime elements modulo asso-
ciateness again. And consider a non-empty subset ) # A C R such
that 0 ¢ A. Then A has a greatest common divisor, namely

[17"7 € ged(4) where m(p) :=min{ (p: a)[a € A}
pelP

Likewise if A = {a1,...,a,} C R is a non-empty, finite (1 < n € IN)
subset with 0 ¢ A then A has a least common multiple, namely

H pP) ¢ lem(A) where n(p) :=max{(p:a)|ac A}
peP

Let A :={a,b} and d € gcd(A) be a greatest common divisor, m €
lem(A) a least common multiple of a and b. Then we obtain

ab =~ dm

If 0 # a, b, ¢ € R are any three non-zero elements of R, then the
least common multiple and greatest common divisor of these can be
evaluated recursively. That is if d € ged{a, b} and m € lem{a, b} then

ged{a,b,c} = ged{d,c}
lem{a,b,c} = ged{m,c}
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(2.54) Proposition: (viz. 318) ()

Any UFD R is normal. Thereby a commutative ring (R, +,-) is said to be
normal (or integrally closed), iff R is an integral domain that is integrally
closed in its quotient field. That is R is normal, iff

(1)
(2)

R is an integral domain

for any a, b € R with a # 0 get: if there is some normed polynomial
f € RJt] such that f(b/a) =0 € QUOT R, then we already had a | b.

(2.55) Example: (viz. 318)

(i)

(iii)

UFDs need not be noetherian! As an example regard a field (E, +,-),
then the polynomial ring in countably many variables E[t; | i € IN] is
an UFD by the lemma of Gauss (?77)). But it is not noetherian (by
the examples in section 2.4).

Noetherian integral domains need not be UFDs! As an example we
would like to present the following algebraic number ring

ZlV=3] = {a+ib\/§|a,beZ} c

It is quite easy to see that in this ring 2 € Z[y/—3] is an irreducible
element, that is not prime. Hence Z[/—3] cannot be an UFD. Never
the less it is an integral domain (being a subring of C) and noetherian
(by Hilbert’s basis theorem (2.32), as it is generated by v/—3 over Z).

Residue rings (even integral domains) of UFDs need not be UFDs! As
an example let us start with the polynomial ring R[s, t] in two variables
over the reals. Then R][s,t] is an UFD by the lemma of Gauss (77?).
Now consider the residue ring

R = R[S’t]/p where P := (s +t* — 1)R[s,1]
Then p(s,t) = s2 +t2 —1 € R[s,t] is an irreducible (hence prime)
polynomial, such that p is a prime ideal. Yet we are able to prove

that R is no UFD (in fact we will prove that there is an irreducible,
non-prime element in a certain localisation of R).

99



2.6 Principal Ideal Domains

(2.56) Definition:
Let (R, +,-) be an integral domain and v be a mapping of the following form

v: R\{0} >INU{—-o0}

Then the ordered pair (R,v) is said to be an Euclidean domain, iff R
allows division with remainder - that is for any a, b € R with a # 0 there
are ¢, r € R such that we get

(1) b=gqga+r
(2) v(r)<v(a)orr=0

(2.57) Remark:

e We will employ a notational trick to eliminate the distinction of the
case r = 0 in the definition above. To do this we pick up a symbol
—oo and set —oo < n for any n € N. Then v will be extended to

) _ via) ifa#0
v: R>NU{-0c0} : a»—>{ o ifa—0

Thereby the property to allow division with remainder simply reads
as: for any a, b € R with a # 0 there are ¢, 7 € R such that we get

(1) b=qga+r
(2) v(r) <v(a)
e If (R,v) is an euclidean domain and a € R satisfies v(a) = 0, then

a € R* already is a unit of R. The converse need not be true however.
That is we have the incluison (but not necessarily equality)

{a€eR|v(e)=0} C R*

PROB using division with remainder we may find ¢, » € R such that
1 =ga+r and v(r) < v(a) = 0. But this can only be if v(r) = —oo
and hence r = 0. But this means 1 = ga again and hence a € R*.

(2.58) Example: (viz. 321)

(i) If (E,+,-) is a field, then (E,v) is an Euclidean domain under any
function v : E\ {0} — IN. Because for any 0 # a € E and b € E we
may let ¢ := ba~! and r := 0.
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(i)

(iii)

The ring 7 of integers is an Euclidean domain (Z, «) under the (slightly
modified) absolute value a as an Euclidean function

a ifa>0
a: Z—->NU{-o0}:k—<{¢ —a ifa<0
—oo0 ifa=0

In fact consider 1 < a € Z and any b € Z then for ¢ := b div a and
r := bmod a (see below for a definition) we have b = aq + r and
0 < r < a (in particular a(r) < a(a)). And in case a < 0 we can
choose ¢ and r similarly to have division with remainder.

bdiva := max{q€Z|ag<b}
bmod a := b—(bdiva)'a

If (E,+,) is a field then the polynomial ring E[t] (in one variable) is
an Euclidean domain (E[t],deg) under the degree

deg : E[t]\{0} : f—max{keIN| flk] A0}

This is true because of the division algorithm for polynomials - see
(??7). Note that the division algorithm can be applied as any non-zero
polynomial can be normed, since E is a field. Hence R][t] will not be a
Euclidean ring, unless R is a field. Also, though the division algorithm
for polynomials can be generalized to Buchberger’s algorithm it is
untrue that the polynomial ring Elt,...,t,] is an Euclidean domain
(for n > 2) under some Euclidean function v.

Consider any d € Z such that v/d ¢ Q (refer to (??) for this). Then
we consider the subring of C generated by v/d, that is we regard

ZIVd) = {HW&\a,bez} c ©

Then the representation = a + bv/d € Z[V/d] is unique (that is for
any a, b, f and g € Z we get a+bVd = f+gvVd < (a,b) = (f,9)).
And thereby we obtain a well-defined ring-automorphism on Z[\/ﬁ] by
virtue of z = a 4+ bV/d — T := a — b\/d. Now define

v : ZWVA\{0} = N : z=a+bVd— |2T| = |a® — db?|

Then v is multiplicative, that is v(zy) = v(z)v(y) for any z, y € Z[V/d).
And it is quite easy to see that the units of Z[\/g] are given to be

ZIVa* = {xezw] \ V(x)=1}

We will also prove that for d < —3 the ring Z[v/d] will not be an
UFD, as 2 is an irreducible element, that is not prime. Yet for d €
{—2,-1,2,3}, we find that (Z[v/d],v) even is an Euclidean domain.
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(2.59) Proposition: (viz. 323)

Let (R,v) be an Euclidean domain and 0 # a, b € R be two non-zero
elements. Then a and b have a greatest common divisor g € R that can be
computed by the following (so called FEuclidean) algorithm

input 0#a,beR
initialisation if v(a) < v(b)
then (f :=a, g :=10)
else (f:=b, g:=a)
algorithm while f # 0 do begin
choose ¢, r € R with
(9=qf +rand v(r) < v(f))
g:=1rff=r
end
output g

That is given 0 # a, b € R we start the above algorithm that returns g € R
and for this g we get g € ged{a,b}. If now g denotes the greatest common
divisor g € ged{a,b} of a and b, then there are r and s € R such that
g = ra + sb. And these r and s can be computed (along with g) using the
following refinement of the Fuclidean algorithm

input 0#a,beR
initialisation if v(a) < v(b)
then (f1 :=b, fa:=a)
else (f1 :=a, fa:=0)
algorithm k=1
repeat
k:=k+1
choose g, fri1 € R with
(fk—1 = @ fr + fr+1 and
V(fre1) <v(fr)

until fr41 =0

n:=k, g:= fy
ro:=1,8:=0
T3 i= —q2, $3:=1

for k := 3 ton — 1 do begin
Tk+1 = Tk—1 — 4KTk
Sk41 = Sk—1 — QkSk

end

if v(a) < v(b)

then (r:=r1y,, s :=sp)

else (1 := sp, s :=1y)

output g, 7 and s
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(2.60) Example:

As an application we want to compute the greatest common divisor of a = 84
and b = 1330 in Z. That is we initialize the algorithm with f; := b = 1330
and fo := a = 84. Then we find 1330 = 15 -84 + 70 (at k = 2), which
is g = 15 and f3 = 70. Thus in the next step (now k = 3) we observe
84 = 1-70 + 14, that is we may choose g3 := 1 and f; := 14. Now (at
counter k = 4) we have 70 = 5-14+0 which means ¢4 = 5 and f5 = 0. Thus
for n := k = 4 we have finally arrived at fr+1 = 0 terminating the first part
of the algorithm. It returns g = f, = 14 the greatest common divisor of
a = 84 and b = 1330. The following table summarizes the computations

E fier fe frrr a
2 1330 84 70 15
3 84 70 14 1
4 70 14 0 5

Now in the second part of the algorithm we initialize ro := 1, so := 0,
r3 := —qg = —15 and s3 := 1. Then we compute 4 := r9 — q3r3 = 16 and
84 := S9—q383 = —1. Asm = 4 this already isr = r4 = 16 and s = 54 = —1.

And in fact ra + bs = 14 = g. Again we summarize these computations in

Eqe 7 sk
2 15 1 0
3 1 -15 1
4 5 16 -1

(2.61) Proposition: (viz. 325)
Consider an integral domain (R, +,-) and n € IN, then we recursively define

Ry = R" ={acR|3IbecR:ab=1}
Ryt1 = {0#a€R|VbeRIreR,U{0}:a | b—r}

(i) The sets R,, form an ascending chain of subsets of R, i.e. for any n € IN

Ry € Ry € ... € Ry, C Ry1 C

(ii) If R(,v) is an Euclidean domain that for any n € IN the set of a € R
with @ # 0 and v(a) < n is contained in R,, formally that is

{aeR|v(@)<n} C R,U{0}

(iii) Conversely if the R, cover R, that is R\ {0} = |J,, Rn, then (R, u)
becomes an Euclidean domain under the following Euclidean function

pw: R\{0} : a—min{neN|a€eR,}
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And thereby we obtain the following statements for any a, b € R, b # 0
pla) < p(ab)
wu(b) = p(ab) <= a€R*
(iv) In particular we obtain the equivalency of the following two statements

R\{0}= U R, <= 3Jv : (R,v) Euclidean domain
nelN

(v) If R(,v) is an Euclidean domain, then (R, 1) is an Euclidean domain,
too and for any a € R we get pu(a) < v(a). That is p is the minimal
Fuclidean function on R.

(2.62) Definition:
Let (R,+,-) be any commutative ring, then an ideal @ <; R is said to be
principal, iff it can be generated by a single element, i.e. 0 = aR for some
a € R. And R is said to be a principal ring iff every ideal of R is principal,
that is iff

Vo < R dae R : 0=aR

Finally R is said to be a bprincipal ideal domain (which we will always
abbreviate by PID), iff it is an integral domain that also is principal, i.e.

(1) R is an integral domain

(2) R is a principal ring

(2.63) Remark:

e Clearly the trivial ideals @ = 0 and @+ R are always principal, as they
can be generated by the elements 0 = OR and R = 1R respectively.

e If R is a principal ring and 0@ <; R is any ideal, then the quotient ring
R/ is principal, too. PROB due to the correspondence theorem (1.43)
any ideal # <; R/0 is of the form 2 = b/a for some ideal @ C b <; R.
Thus there is some b € R with b = bR. Now let u := b+ @, then clearly
UW={bh+a|heR}=u(R/0)is a principal ideal, too.

o Let Ry,..., R, be principal rings, then the direct sum R ®---® R, is
a principal ring, too. PROB by (1.60) the ideals of the direct sum are
of the form 01 ®- - - ® @, for some ideals 0; <; R;. Thus by assumption
there are some a; € R; such that 0; = a;R;. And thereby it is clear,
that 0y @ --- @0, = (a1,...,a,)R1 P --- ® R, is principal again.
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(2.64) Lemma: (viz. 326)

(i) If (R,+, ") is a non-zero PID then all non-zero prime ideals of R already
are maxmial (in a fancier notation kdim R < 1), formally that is

specR = smaxRU{0}

(ii) If (R,+,-) is a PID then R already is a noetherian ring and an UFD.
That is any 0 # a € R admits an (essentially uniqe) decomposition
a = ap ...pg into prime elements p; - viz. (2.49).

(iii) If (R,v) is an Euclidean domain then R already is a PID. In fact if
0#a <; R is a non-zero ideal then @ = aR for any a € @ satisfying

v(ia) = min{v(b)|0£bea}

(iv) If (R, +,-) is an integral domain such that any prime ideal is principal,
then R already is a PID. Put formally that is the equivalency

RPID <+ VpespecR dpe R : p=pR

(2.65) Remark:

e In (2.58.(1)) we have seen that any field E is an Euclidean domain
(under any v). Hence any field is a PID due to (iii) above. But this is
also clear from the fact that the only ideals of a field £ are 0 and E
itself. And these are principal due to 0 = 0F and E = 1E. Also (i) is
trivially satisfied: the one and only prime ideal of a field is 0.

e The items (i) and (ii) in the above lemma are very useful and will
yield a multitude of corollaries (e.g. the lemma of Kronecker that will
give birth to field theory in book II). And (iii) provides one of the
reasons why we have introduced Euclidean domains: combining (iii)
and (ii) we see that any Euclidean domain is an UFD. And this yields
an elegant way of proving that a certain integral domain R is an UFD.
Just establish an Euclidean function v on R and voila R is an UFD.

e Due to example (2.58.(ii)) we know that (Z, «) is an Euclidean domain.
By (iii) above this means that Z is a PID and (ii) then implies that 7
is an UFD. By definition of UFDs this means that Z allows essentially
unique prime decomposition. This now is a classical result that is
known as the Fundamental Theorem of Arithmetic. We have proved
an even stronger version, namely

(R,v) Euclidean domain == R is an UFD
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e In the subsequent proposition we will discuss how far a PID devi-

ates from being an Euclidean domain (though this is of little practical
value). To do this we will introduce the notion of a Dedekind-Hasse
norm. We will then see that an Euclidean function can be easily turned
into a Dedekind-Hasse norm and that R is a PID if and only if it ad-
mits a Dedekind-Hasse norm. This of course is another way of proving
that any Euclidean domain is a PID.

(2.66) Proposition: (viz. 327)

(i)

(iii)

If (R,+,-) is a PID then R admits a multiplicative Dedekind-Hasse
norm. That is there is a function § : R — IN satisfying the following
three properties for any a, b € R

(1) 8(ab) = 8(a)5(b)

(2) 6(a) =0 <= a=0

(3) ifa, b+ 0 then b € aR or 3r € aR + bR such that §(r) < §(a)
NOTA to be precise we may define 6(0) := 0 and for any 0 # a € R

we let §(a) := 2% for k := f(a) the length of any decomposition of
a = api ...p, into prime elements.

If (R,+,-) is an integral domain and § is a Dedekind-Hasse norm on
R (that is 6 : R — IN is a function satisfying (2) and (3) in (i)), then
R already is a PID. In fact if 0 2 0 <; R is a non-zero ideal then we
get @ = aR for any 0 # a € O satisfying

d(a) = min{d(b) |0£bea}

If (R,v) is an Euclidean domain then we obtain a Dedekind-Hasse
norm on R (that is 6 : R — IN satisfies (2) and (3) in (i)) by letting

0 ifa=0

0 R= NN a»—>{ v(ia)+1 ifa#0
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(2.67) Lemma: (viz. 328) of Bezout
Let (R, +,-) be an integral domain and ) # A C R be a non-empty subset

of R.

(1)

(iii)

Then we obtain the following statements

The intersection of the ideals aR (where a € A) is a principal ideal if
and only if A admits a least common multiple. More precisely for any
m € R we obtain the following equivalency

ﬂ aR=mR <= m¢€lem(A)
acA

If the sum of the ideals aR (where a € A) is a principal ideal then A
admits a greatest common divisor. More precisely for any d € R we
obtain the following equivalency

Y aR=dR = dcgcd(A)
a€A

NoOTA the converse implication is untrue in general. E.g. regard the
polynomial ring R = Z[t], then 1 € gcd(2,¢) but the ideal 2R + tR is
not principal. The converse is true in PIDs however:

If R even is a PID then the sum of the ideals aR (where a € A) is the
principal ideal generated by the greatest common divisor of A. More
precisely for any d € R we obtain the following equivalency

Y aR=dR <= de€ ged(A)
acA

In particular in a PID a greatest common divisor d € ged(A) can be
written as a linear combination of the elements a € A

3(ba) € RO 1 d =) ab,
acA

NoTA in an Euclidean ring (R, ) (supposed that A is finite) the Eu-
clidean algorithm (2.59) provides an effective method to (recursively,
using (2.53.(viii))) compute these elements b,.

Let R be a PID again and consider finitely many non-zero elements
0 # aq,...,a, € R such that the a; are pairwise relatively prime (that
isi#je€l...n = 1 € ged(as,a;)). If now b € R then there
are by,...,b, € R such that we obtain the following equality (in the
quotient field QUOT R of R)

b ﬁ Lt bn

ai...ay al an
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In an UFD R any collection ) # A C R of elements of R has a greatest
common divisor d, due to (2.53.(v)). And we have just seen that in a PID
the greatest common divisor d, that can even be written as a linear com-
bination d = ), ab,. In an Euclidean domain d and the b, can even be
computed algorithmically, using the Euclidean algorithm. We now ask for
the converse, that is: if any finite collection of elements of R has a greatest
common divisor, that is a linear combination is R a PID already? The an-
swer will be yes for noetherian rings, but no in general.

(2.68) Definition: (viz. 329)
Let (R, +,-) be an integral domain, then R is said do be a Bezout domain
iff it satisfies one of the following three equivalent properties

(a) Any two elements a, b € R admit a greatest common divisor, that can
be written as a linear combination of a and b. Formally that is

Va,be R 3r,s€ R : ra+sbeged{a,b}

(b) For any a, b € R the ideal aR + bR is principal, that is there is some
d € R such that we get dR = al? + bR. Formally again that is

Va,be R dde R : dR=aR+ bR

(¢) Any finitely generated ideal @ <; R of R is principal, formally that is

Va <; R : 0 finitely generated = @ principal

(2.69) Corollary: (viz. 329)
Let (R, +,-) be any ring ring, then the following statements are equivalent

(a) RisaPID
(b) R is an UFD and Bezout domain

(c) R is a noetherian ring and Bezout domain

(2.70) Example:

(i) Let R :=Z +tQ[t] := {f € Q[t] | f(0) € Z} C Q[t] be the subring
of polynomials over ) with constant term in Z. Then R is an integral
domain [as it is a subring of Q[t]] having the units R* = { —1,1} only
[as fg = 1 implies f(0)g(0) = 1 and deg(f) = 0 = deg(g)]. However R
neither is noetherian, nor an UFD, as it contains the following infinitely
ascending chain of principal ideals

1 1 1
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(iii)

[the inclusion is strict, as 2 is not a unit of R]. (Also the ideal tQ[t] <; R
is not finitely generated, as else there would be some a € Z such that
atQ[t] C tZ[t], which is absurd). Yet it can be proved that R is a
Bezout domain (see [Dummit, Foote, 9.3, exercise 5] for hints on this).

We want to present another example of a Bezout domain. Fix any
field (F,+,) and let S := E[t; | k¥ € IN] be the polynomial ring in
countably many variables. Then we define the following ideal

U = <tk—t%+1|k€]N>i <G S

Then R := S/U is a Bezout domain (refer to [Dummit, Foote, 9.2,
exercise 12] for hints). However it is no noetherian ring (in particular
no PID), as the following ideal 0 of R is not finitely generated

a = (trp+U|keN); < R

() Let us denote denote the integral closure of Z in C by O. That
is if we denote the set of normed polynomials over Z by Z[t]; (that is
Zlt) = {t"+ait" 1 +.--+a, €Z[t] |n €N, a; € Z}), then

O = {zeC|3feZlth : f(z)=0}

It will be proved in book II that O is a subring of € (and in particular
an integral domain, as C is a field). In fact O is a Bezout domain that
satisfies spec O = smax O U {0} (see [Dummit, Foote, chapter 16.3,
exercise 23] for hints how to prove this). However O neither is noethe-
rian, nor an UFD, as it contains the following infinitely ascending chain
of principal ideals

20 ¢ V20 c ... c 2?0 c 2/ ¢

Consider w := (1 +iv/19)/2 € C and consider the following subring
Zw] :={a+bw | a,be Z} C C. Then we obtain a Dedekind-Hasse
norm on Z[w] by letting

§ 1 Zlw] - NN : a+bw s a®+ ab + 5b°

(this is proved in [Dummit, Foote, page 282]). In particular Z[w] is a
PID by virtue of (2.66.(ii)). However Z[w] is not an Euclidean domain
(under any function v whatshowever). The latter statement is proved
in [Dummit, Foote, page 277].
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(2.71) Remark:

By now we have studied a quite respectable list of different kinds of com-
mutative rings from integral domains and fields over noetherian rings to
Bezout domains. Thereby we have found several inclusions, that we wish to
summarize in the diagram below

integral domains
U
UFDs Bezout domains  noetherian rings
U
PIDs U
U
Euclidean domains  artinitan rings
U
fields

Note however that every single inclusion in this diagram is strict. E.g. there
are integral domains that are not Bezout domains and there are PIDs that
are not Euclidean domains. The following table presents examples of rings
R that satisfy one property, but not the next stronger one

R is is not
Z[v/—=3] noetherian integral domain UFD
Z + tQlt] Bezout domain noetherian, UFD
Q[s, t] noetherian UFD Bezout domain
Z[(14+/-19)/2] PID Euclidean domain
YA Euclidean domain field, artinian ring
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2.7 Lasker-Noether Decomposition

(2.72) Definition: (viz. 330)

Let (R,+,-) be a commutative ring and @ <; R be a proper (i.e. @ # R)
ideal of R, then @ is said to be a primary ideal of R, iff it satisfies one of
the following equivalencies

(a) The radical of @ contains the set of zero-divisors of R/@ (as R-module)
ZDR R/ a C \/a
(b) In the ring R/a the nil-radical is contained in the set of zero-divisors

ZDR/a C NILR/a

(c) The set of zero-divisors of R/Q (as a ring) equals the nil-radical of R/
ZDR/a = NILR/a

(d) For any two elements a, b € R of R we obtain the following implication

abe G, bdad = acVa

(e) For any two elements a, b € R of R we obtain the following implication

abed, bdva = aca

And if @ is a primary ideal, then it is customary to say that @ is associated
to (the prime ideal) v/@. Finally the set of all primary ideals of R is said to
be the primary spectrum of R and we will abbreviate it by writing

spriR = {0 < R|a#R, (a)}

And if p € spec R is a prime ideal of R, then we denote the set of all primary
ideals of R associated to P, by

sprig R = {aespriR ‘ \ﬁ:p}

NoTA clearly associateness is an equivalency relation on spri R. That is for
any primary ideals @ and b < Rwelet a~0 <= o= Vb and thereby
~ is an equivalency relation on spri R. Further if p = /0, then sprip R is
precisely the equivalency class of @ under ~.
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(2.73) Remark:

In the deninition above there already occured the notion of zero-divisors of
a module (which will be introduced in 3.2). Thus we shortly wish to present
what this means in the context here. Let (R,+,-) be a commutative ring
and @ <; R be an ideal. Then the set of zero-divisors of R/@ as an R-module
will be defined to be

wply = {aeR \ 304b+aefy, a(b+a):o}
- {aeR \ 304b+aely, (a+a)(b+a):o}

because of a(b+ ) := ab+ a = (a+ a)(b+ a) (this is just the definition of
the scalar multiplication of R/@ as an R-module). Now have a look at the
set of zero-divisors of R/q

why = {araefg[302010e ) @rao+a=0f

We find that the condition in both of these sets conincides. And it also is
clear that @ is contained in ZzDr R/a (unless @ = R) [as in this case we have
ab € a for b=1 € R]. Thus we find

7D R/a _ (zpgr R/a)/a

(2.74) Proposition: (viz. 331)
Let (R, +,-) be a commutative ring and @ <; R be an ideal. Then we obtain
the following statements

(i) Any prime ideal of R already is primary, that is we obtain the inclusion

specR C spriR

(ii) If @ is a primary ideal of R, then the radical /@ is a prime ideal of R.
In fact it is the uniquely determined smallest prime ideal containing
a, that is we obtain the following implications

GespriR = +V@especR
GespriR = {\/a}:{DEspecRMQp}*

(iii) If m := \/a is a maximal ideal of R, then @ is a primary ideal of R
associated to M, that is we obtain the following implication

Va@esmaxR = QG€spriR
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(iv) Suppose that M € smax R is a maximal ideal of R, such that there is
some k € IN such that m¥ € @ € m. Then @ is a primary ideal of R
associated to M. That is we obtain the following implication

mtCcacm = acsprigR

(v) Ifay,...,0; <i R are finitely many primary ideals of R, all associated
to the same pirme ideal p = /0;. Then their intersection is a primary
ideal associated to P, too

al,...,ak€spripR = alﬂ---ﬂakESpripR

(vi) If @ <; R is a primary ideal and u € R\ @, then 0 : v <; R is another
primary ideal, associated to the same prime ideal, that is

aespripR, u¢@ = a:u€sprigR

(vii) Consider a homomorphism ¢ : R — S between the commutative rings
(R,+,-) and (S,+,-). If now b <; S is a primary ideal of S, then
a:= ¢ 1(0) is a primary ideal of R. And if q := Vb denotes the ideal
b is associated to, then @ is associated to ¢ ~1(q). Formally that is

be sprig S = o 1(b) € sprig,-1(q) R

(viii) (¢) Let U € R be a multiplicatively closed set, p <; R be a prime
ideal of R with pNU = ) and denote by q := U~'p <; U~ 'R the
corresponding prme ideal of U~'R. Then we obtain a one-to-one cor-
respondence, by

sprip B «—  sprigU IR
a — Ula
bNnR «— b

(2.75) Example: (viz. 332)

(i) Let (R,+,-) be an integral domain and p € R be a prime element of R.
Then for any 1 < n € IN the ideal 0 := p"™ R is primary and associated,
to the prime ideal v/ = pR.

(ii) In a PID (R, +,-) the primary ideals are precisely the ideals 0 and p™R
for some p € R prime. Formally that is the identity

spriR = {p"R|1<neNlN,pecRprime}fU{0}
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(iii) Primary ideals do not need to be powers of prime ideals. As an ex-
ample let (E,+,-) be any field and consider R := EJs,t]. Then the
ideal @ := (s,t?); is primary and associated to the maximal ideal
m := (s,t);. In fact we get m?> C @ C M and hence there is no prime
ideal p <; R such that @ = p* for some k € IN.

(iv) Powers of prime ideals do not need to be primary ideals. As an example
let (E,+,-) be any field again and consider R := E|s,t,u|/% where
U := (u? — st);. Let us denote a := s+ U, b:=t+ U and c:=u+U.
Then we obtain a prime ideal p <; R by letting p := (b, c);. However
we will see that @ := p? is no primary ideal.

(2.76) Definition:
Let (R,+,-) be a commutative ring, then P is said to be an irreducible
ideal of R, iff it satisfies the following three properties

(1) p < R is an ideal
(2) p # R is proper

(3) p is not the intersection of finitely many larger ideals. That is for any
two ideals @, b <I; R we obtain the implication

p=anb = p=aorp=>

(2.77) Theorem: (viz. 334)

(i) Let (R,+,+) be a commutative ring, then any prime ideal of R already
is irreducible. That is for any ideal P <; R we get the implication

p prime = P irreducible

(ii) Let (R,+,-) be a noetherian ring, then any irreducible ideal of R
already is primary. That is for any ideal p <; R we get the implication

p irreducible == P primary

(iii) Let (R,+,-) be a noetherian ring, then any proper ideal @ <; R, @ # R
admits an irreducible decomposition (Py,...,P,). That is there are
ideals p, < R (where i € 1...k and 1 < k € IN) such that

(1) Viel...k : p, is an irreducible ideal
(2) @ =yp, N0y,
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(2.78) Definition:
Let (R,+,-) be a commutative ring and @ <; R be an ideal of R. Then a
tupel (A1, ...,0;) is said to be a primary decomposition of @, iff we have

(1) Viel...k : a; €spriR is a primary ideal of R
(2)a =0N---Na
And (ay,...,0;) is said to be minimal (or irredundant) iff we further get
B)Viel.ik : @£ ()0
W) Vidjel. . k1 JO £

Finally if (Gy,...,0x) is a minimal primary decomposition of @, then let us
denote P, := /0;. Then we define the set of associated prime ideals and
isolated and embedded components of (01,...,0;) to be the following

ass(1,...,0k) = {Py,..., P}

iso(@r,...,0%) == {G;|iel...k P, €ass(q,...,0;)«}
= {ai iel...k,Vjel...k:pjgpi:>j:z'}
emb(al,...,ak) = {01,...,ak}\iSO(al,...,ak)

NotA that is the isolated components belong to the minimal associated
prime ideals. And a @; is said to be an embedded component if it is not
an isolated component, that is if its prime ideal P, is not minimal. These
notions have a geometric interpretation, whence the odd names come from.

(2.79) Example:

Let (R,+,-) be an UFD and a € R with 0 # a ¢ R*. Then we pich up a
primary decomposition of a, that is a = p}*...pp* where 1 < k € IN and
for any 4, j € 1...k we have p; € R is prime, 1 < n; € IN and p;R = p;R
implies ¢ = j. Then we obtain a minimal primary decomposition of @ = aR

(01,...,0;) where @;:=p"R
And for this primary decomposition we find p, = /@; = p; R and furthermore

ass(@1,...,0) = {Pp,.... Py}
iSO(al,...,ak) = {01,...,ak}
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(2.80) Proposition: (viz. 335)

Let (R,4+,-) be a commutative ring and @ <; R be an ideal of R. If
admits any primary decomposion, then it already admits a minimal primary
decomposition. More precisely let (01,...,0;) be a primary decomposition
of 0. Then we select a subset I C 1...k such that

#1 = min ¢ #J | J C 1.k a=[)a
J€J

Now define an equivalency relation on I by letting i ~ j <= /0; = /7.
And denote the quotient set by A := I/ ~. Then we have found a minimal
primary decomposition (0,) (where o € A) of @ by letting

a, = ﬂai

1€EQ

(2.81) Proposition: (viz. 336)

Let (R,+,+) be a commutative ring, @ <; R be a proper @ # R ideal and
consider (@y,...,0;) a minimal primary decomposition of @. Let us further
denote P, := /0;, then we obtain the following statements

(i) Clearly the number of associated prime ideals of the decomposition
equals the number of primeary ideals of the decomposition. Formally

#Hass((y,...,0,) = k

(ii) For any u € R we obtain the following identity (where by convention
the intersection over the empty set is defined to be the ring R itself)

Vaiu = ﬂ{piuel...k, ua;}

(iii) () If p, is minimal among ass(qy, ..., 0;) then we can recunstruct @;
from @ and p,;. To be precise for any i € 1...k we get

p, €ass(@,...,0) = a:(R\DP,)=0;

(iv) Let us introduce ass(@) := spec RN{Va@:u | u € R} the set of prime
ideals associated to . Then we obtain the following identity

ass(@) = ass(Ay,...,0;)

(v) () Let us introduce iso(@) := {a : (R\P) | p € ass(a),} the set of
isolated components of 0. then we obtain the following identity

iso(a) = iso(qy,...,0x)
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(2.82) Remark: ()

Let (R,+,:) be a commutative ring. In section 5.1 we will introduce the
notion of a prime ideal associated to an R-module M. Thus if @ <; R is an
ideal, then it makes sense to the regard the prime ideals associated to @ as
an R-module. And by definition this is just

assp (@) = specRN{ANN(b) |bea}
= specRN{0:b|bea}

(where the equalty is due to ANN (b) = 0 : b for any b € R). Thus we find
that assg (@) has absolutely nothing to do with the set ass(q) that has been
defined in the proposition above

ass(0) = SpecRﬂ{m ‘ uER}

However it will turn out that the set ass(0) is closely related to the set of
associated prime ideals of the R-module R/a. By definition this is

assp (R/a) = specRﬂ{ANN(z) ‘ xER/a}
= specRN{ANN(b+0) | bER}
= specRN{a:b|beR}

(the latter equality is due to ANN (b+ @) =@ : b for any b € R again). Thus
the difference between this set and ass(0) lies in the fact that ass(a) allows
the taking of radicals. Hence it is easy to see that assg (R/0) C ass(0). In
section 5.1 we will prove that for noetherian rings R we even have

assp (R/a) = ass(0)

(2.83) Corollary: (viz. 337) Lasker-Noether

Let (R,+,-) be a noetherian ring, then any proper ideal @ <; R, @ # R
admits a minimal primary decomposition. And in this decomposition the
associated prime ideals and the isolated components are uniquely determined
by . Formally that is

(1) There are ideals 0; <; R (wherei € 1...k and 1 < k € IN) such that
(G1,...,0;) is a minimal primary decomposition of @.

(2) If (aq,...,0;) and (by,...,B;) are any two minimal primary decompo-
sitions of @ then we obtain the following three identities

k =1
ass(0q,...,0;) = ass(by,...,0)
iSO(al,. ..,ak) = iSO(bl,... ,bl)
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(3) In particular if @ = /@ is a radical ideal, then the minimal primary
decomposition (Py,...,P;) of @ is uniqeuly determined (up to ordering)
and consists precisely of the prime ideals minimal over 1, formally

{Py,-- P} = {pespecR|aCp},

(2.84) Example:
Fix any field (E,+,-) and let R := EJ[s,t] be the polynomial ring over
E in s and ¢ (note that R is noetherian due to Hilbert’s basis theorem).
Now consider the ideal @ := (s?, st );. Then we obtain two distinct primary
decompositions (@1,0s) and (b1,02) of @ by letting
i b; P
i=1 {s)i (shi  (s)i
=2 <5233t7t2 >i <527t>i <87t>i

where P, := /0; = \/57 It is no coincidence that both primary decomposi-
tions have 2 elements and that the radicals P, are equal. Further p; C D,,
that is @; = by are isolated components of @ and s # Dy are embedded com-
ponents (of the decompositions). In fact this example demonstrates that
the embedded components may be different.

ass(@) = {sR,sR+tR}
iso(@) = {sR}

(2.85) Corollary: (viz. 338)
Let (R,+,) be a noetherian ring and @ be a proper ideal of R, that is
R#a < R. If now § <; R is any prime ideal of R then we obtain

(i) @ is contained in ¢ iff q contains an associated prime ideal of @ iff
contains an isolated component of (1. Formally that is

aCq < dpecass(a) : pCq

< dieiso(a) : 1 Cq

(ii) The set of primes lying minimally over @ is precisely the set of primes
belonging to the isolated components of (. Formally again

{qespecR|a C q}, = ass(a).

(iii) And thereby the radical of @ is precisely the intersection of all (mini-
mal) associated prime ideals of 0. Put formally that is

Va = ﬂass(a) = ﬂass(a)*
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2.8 Finite Rings

(2.86) Definition: (viz. 339)

Let (R, +,-) be any ring, denote its zero element by Or and its unit element
by 1. For any 1 < k € N let us denote kp := klgp = 1g+-- -+ 1g (k-times).
Then there exists a uniquely determined homomrphism of rings ¢ from Z to
R, and this is given to be

kr ifk>0
(:7Z—-R:k— Ogr ifk=0
—(=k)p ifk<O

The image of ¢ in R is said to be the prime ring of R and denoted by
PRR R. In fact it precisely is the intersection of all subrings of R. Formally

PRRR := im(¢) = [{P|P < R}

And the kernel of ¢ is an ideal in Z. Hence (as Z is a PID) there is a
uniquely determined n € IN such that kn (¢) = nZ. This number n is said
to be the characteristic of R, denoted by

CHARR := n where kn({) = nZ

That is if R has characteristic zero n = 0, then we get kr =0 — k = 0.
And if R has non-zero characteristic n # 0, then n is precisely the smallest
number such that np = 0. Formally that is

CHARR = min{1<keN|kr=0}

(2.87) Remark:
If (F,+,) even is a field, we may also introduce the prime field of F
(denoted by PRF F') to be thie intersection of all subfields of F'. Formally

pREF = (J{E|E < F}

And if is easy to see that PRF F’ is precisely the quotient field of the prime
ring PRR F'. Formally that is the following identity

PREF = {ab'|a,b€PRRE, b#£0}

ProB as £ <¢ F implies E <, F (by definition) we have PRR F' C PRF F.
Let us now denote the quotioent field of PRRF by Q C F. As PRF F' is
a field and PRR C PRF F' it is clear that ) € PRF F. On the other hand
@ <¢ F is a subfield and hence we have PRFF C () by construction.
Together this means PRF F' = @) as claimed.
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(2.88) Proposition: (viz. 340)
Let (R, +,-) be any ring, then the characteristic of R satisfies the properties

(i) If R # 0 is a non-zero integral domain, then the characteristic of R is
prime or zero. Formally that is the following implication

R # 0 integral domain = CHARR = 0 or prime

(ii) R has characteristic zero if and only if the prime ring of R is isomorphic
to Z.. More precisely we find the following equivalencies

CHARR=0 <= VkeN : kp=0 = k=0
< Z =, PRRR:k+— ((k)

(ili) R has non-zero characteristic if and only if the prime ring of R is
isomorphic to Z, (where n = CHAR R). More precisely for any n € IN
we find the equivalency of the following statements

CHARR=n#0 <= n=min{l<keN|kr=0}
<~ n#0andZ, = PRRR:k+nZ— ((k)
(iv) Now suppose that R is a field, then the prime field of R is given to be
CHARR=0 <= Q =, PRFR

CHARR=n+#0 <= Z, =, PRFR

(v) Let (R, +,-) be a finite ring (that is #R < c0), then the characteristic
of R is non-zero and divides the number of elements of R, formally

0# CHARR | #R

(2.89) Proposition: (viz. 342)

(i) Let (R,+,-) be a finite (that is #R < o0), commutative ring. Then
the non-zero divisors of R already are invertible, that is

R* = R\zDR

(ii) Let (S,+,-) be an integral domain and consider a prime element p € S.
Let further 1 < n € IN and denote the quotient ring R := S/p"S.
Then the set of zero-divisors of R is precisely the ideal generated by
the residue class of p. Formally that is

ZzZDR = (p+p"S)R
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(iii) Now let (S,+,-) be a PID, consider a prime element p € S and let
R := 5/p™S again. Then we obtain the following statements

NILR = zDR = R\R* = (p+p"S)R
spec R = smaxR = {NILR}

(iv) Let (R,+,-) be any noetherian (in particular commutative) ring and
fix any 1 < m € IN. Then there only are finitely many prime ideals p
of R such that R/p has at most m elements. Formally

#{pespecR ‘ #R/pgm} < 0

(2.90) Remark: ()

As in (iii) let (S,+,-) be a PID, p € S be a prime element and define
R := S/p™S again. Then we have seen, that NILR = R\ R* and we will
soon call a ring with such a property a local ring. To be precise: R is a
local ring with maximal ideal NIL R. Further - in a fancier language - the
property spec R = smax R can be reformulated as ” R is a zero-dimensional
ring”. We will not introduce the concept of the Krull dimension of a com-
mutative ring until book 2, however.

(2.91) Theorem: (viz. 345) of Wedderburn
Let (F,+,-) be a ring with finitely many elements only (formally #F < o),
then the following three statements are equivalent

(a) F' is a field
(b) F is a skew-field

(c) F is an integral domain
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2.9 Localisation

Localisation is one of the most powerful and fundamental tools in commu-
tative algebra - and luckily one of the most simple ones. The general idea
of localisation is to start with a commutative ring (R, +,-), to designate a
sufficient subset U C R and to enlarge R to the ring U 'R in which the
elements of u € U C R C U 'R now are units. And it will turn out,
that in doing this the ideal structure of U 'R will be easier than that of
R. And conversely we can restore information of R by regarding sufficiently
many localisations of R (this will be the local-global-principle). These two
properties gives the method of localizing its punch. In fact commutative
algebra has been most successful with problems that allowed localisation.
So let us finally begin with the fundamental definitions:

(2.92) Definition:
Let (R,+,+) be any commutative ring, then a subset U C R is said to be
multiplicatively closed iff it satisfies the following two properties

1 e U
wwvel = welU

And U C R is said to be a saturated mutilplicative system, iff we even get

1 € U
uvel = wwel
wel — wuelU

(2.93) Proposition: (viz. 347)

(i) In a commutative ring (R, +, -) the set R* of units and the set NzD R of
non-zero-divisors of R both are saturated multiplicatively closed sets.

(ii) If U C R is a saturated, multiplicatively closed set, then R* C U, as
for any u € R* we get uu™! =1 € U and hence u € U.

(iii) If U, V C R are multiplicatively closed sets in the commutative ring
R, then UV := {uv |u € U,v € V } is multiplicatively closed, too.

(iv) Ifa <; Ris an ideal, then 1+0 C R is a multiplicatively closed subset.

(v) Let ¢ : R — S be a ring-homomorphism between the commutative
rings R and S and consider U C R and V C V. Then we get

U mult. closed = ¢(U)  mult. closed
V. mult. closed = ¢ V) mult. closed
V. saturated = ¢ (V) saturated



(vi) If Y C P(R) is a chain (under C) of multiplicatively closed subsets
of R, then the union (JU C R is a multiplicatively closed set again.

(vii) If Y C P(R) is a nonempty (U # () family of (saturated) multi-
plicatively closed subsets of R, then the intersection (U C R is a
(saturated) multiplicatively closed set, too.

NoTA this allows to define the multiplicative closure of a subset A of
Rtobe N {U C R| A C U,U multiplicatively closed }. Likewise we
may define the saturated multiplicative closure of A to be the interse-
tion of all saturated multiplicatively closed subsets containing A.

(viii) Consider any u € R, then the set U := {u” |k €N} clearly is a
multiplicatively closed set. In fact it is the smallest multiplicatively
closed set containing u. That is U is the multiplicative closure of { u }.

(ix) Let U € R be a multiplicatively closed subset of R, then the saturated
multiplicative closure U of U can be given explictly to be the set

U = {a€eR|FbeR,Fu,velU :uab=uv}

(2.94) Proposition: (viz. 348)

Let (R,+,-) be any commutative ring and U C R be a subset. Then U
is saturated multiplicatively closed, iff it is the complement of a union of
prime ideals of R. Formally that is the equivalence of

(a) 3P C spec R such that U = R\ JP

(b) U C R is a saturated multiplicatively closed subset

(2.95) Definition: (viz. 348)

Let (R,+,-) be any commutative ring and U C R be a multiplicatively
closed subset of R. Then we obtain an equivalence relation ~ on the set
U x R by virtue of (with a, b € R and u, v € U)

(u,a) ~ (v,b) <= FJweU : vwa=uwb

And we denote the quotient of U x R modulo ~ by U~ R and the equivalence
class of (u,a) is denoted by a/u, formally this is

a

— = {(v,b) €U x R| (u,a) ~ (v,b) }
Ulp — UXR/N

Now U~ R is a commutative ring under the following algebraic operations

a b av + bu
— 4+ - =
u v uv
a b _ ab

v ww



It is clear that under these operations the zero-element of U~ R is given to
be 0/1 and the unit element of U~!R is given to be 1/1. And we obtain a
canonical ring homomorphism from R to U~!R by letting

k: R—-U'R: a»—>%

In general this canonical homomorphism need not be and embedding (i.e. in-
jective). Yet we do obtain the following equivalencies

NZD R
R*

Kk injective <<= U C
Kk bijective <= U C

(2.96) Remark:

e Though the equivalence relation ~ in the above definition might look
a little artificial at first sight nothing here is mythical or mere chance.
To see this let us first consider the case of an integral domain (R, +, ).
Then we may divide by w and hence we get

= - <= wa=ub

and this is just what we expect, if we multiply the left-hand equation
by uv. To allow a common factor w is just the right way to deal with
zero divisors in R. For convenience we repeat the defining property of
the quotient a/u for general commutative rings (R, +, -)

a b
—=- <<= dJweU : vwa=uwd
u v
e And from this equivalence it is immediately clear that fractions a/u
in U"'R can be reduced by common facors v of U. That is for any
elements a € R and u, v € U we have the equality
av a

uv

And this allows to express sums by going to a common denominator.
That is consider aq,...,a, € R and uq,...,u, € U. Then we denote
u:=1uy...u, € U and u; := u/u; € U (e.g. U1 = uz...uy). Then we
have just remarked that a;/u; = (a;u;)/u and thereby

ay an a1ty + -+ + apliy
Ul Up u
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e This equivalence also yields that 1/1 = 0/1 holds true in U~!R if and
only if the multiplicatively closed set contains zero 0 € U. But as 0/1
is the zero-element and 1/1 is the unit element of U™ R we thereby
found another equivalence

U''R=0 < 0eU

e As we have intended, localizing turns the elements u € U into units.
More precisely if U C R is multiplicatively closed, then we obtain

C'R)" 2 {%|aer uver)
v

Yet the equality need not hold true! As an example consider R = Z
and U = {6 | ke N} ={1,6,36,...}. Then 2/1 is invertible, with
inverse (2/1)~! = 3/6, yet 2 is not of the form R*U = { +6* | k € N }.
PROB consider any au/v such that a € R* and u, v € U, then we get
(au/v)(a " v/u) = (aa " uv)/(uwv) = (uwv)/(uv) = 1/1 and hence au/v
is a unit, with inverse (au/v)™! = a=lv/u.

e If U C R even is a saturated multiplicatively closed subset, then we
even obtain a complete description of the units of U™ R to be

(U_IR)* = {% ‘ u,vGU}

PROB clearly u/v is a unit of U!R, since (u/v)~! = v/u. Conversely
if b/v is a unit of U 'R there is some a/u € U~ R such that ab/uv =
(a/u)(b/v) = 1/1. That is there is some w € U such that abw = uvw.
Hence b(aw) = wvw € U and as U is saturated this implies b € U.

e Let (R,+,) be a commutative ring and U C R be a multiplicatively
closed set, such that U 'R is finitely generated as an R-module. That

is we suppose there are b1,...,b, € R and v1,....v, € U such that
b b
UlR = {a11+...+a"" al,...,anER}
U1 Un

Then the canonical mapping k : R — U 'R : b + b/1 is surjective.
PROB consider any a/u € U-'R and denote v := v;...v, € U and
Uii=v/v; €V (e.g. U1 =v2...v,). Asuv € V and U'R is generated
by the b; /vy there are ay,...,a, € R such that

a a1b; anbn a1b101 + -+ - + anbp vy

uv V1 Un v

That is there is some w € U such that vwa = uvwb where we let b :=
a1b1v1 + -+ + apbyv, € R. That is we have found (vw)la = (vw)ub,
thus by definition we have k(b) = b/1 = a/u. And as a/u has been
arbitary this is the surjectivity of «.
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(2.97) Example:

Let now (R, 4+, ) be any commutative ring. Then we present three examples
that are of utmost importance. Hence the reader is asked to regard these
examples as definitions of the objects R,, QUOT R and Ry.

e If R is an integral domain and U C R is a multiplicatively closed set,
then the construction of U™!'R can be simplified somewhat. First let
B := (R\ {0}) x R, then we obtain an equivalency relation on B by
letting (a,u) ~ (b,v) <= av = bu. Let us denote the eqivalency
class of (a,u) by a/u := [(a,u)]. Then we have regained the quotient
field, that has already been introduced in section 1.3

QUOTR = {% ‘ a,beR,b;«éO}

Note that this is precisely the construction that is used to obtain Q
from Z. If now U C R is an arbitary multiplicatively closed set satis-
fying 0 € U, then the localisation of R in U is canonically isomorphic
to the following subring of the quotient field:

U'R = {ZecquotR|aeRueU} 2l
b U U
PRrOB we will first prove the well-deinedness and injectivity: by def-
inition a/u = b/v in U™ R is equivalent to w(av — bu) = 0 for some
w € U. But as 0 € U we get w # 0 and hence av = bu, as R is
an integral domain. This again is just a/u = b/v in QUOT R. The
surjectivity of the map is obvious and it clearly is a homomorphism,
as the algebraic operations are literally the same.

e Let us generalize the previous construction a little: it is clear that the
set U := NzD R of non-zero divisors of R is a saturated multiplicatively
closed set. Thus we may define the total ring of fractions of a
commutative ring R to be the localisation in this set

QUOTR := (NzDR)™'R

Note that in case of an integral domain we have NzD R = R\ {0} and
hence we obtain precisely the same ring as before. Further note that
by the very nature of U = NzZD R the canonical homomorphism « is
injective. That is we can always regard R as a subring in QUOT R

R — QUOTR : aw a/l is injective

And as NzZD R is saturated we can give the units of QUOT R explicitly

(QUOT R)" = {E

v

u,UGNZDR}
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In particular we find that QUOT R is a field if and only if NZD R =
R\{ 0} and this is precisely the property of R being an integral domain.
That is we obtain the equivalence

R integral domain <= QuUOTR field

Consider some field (F,+,-) and a subring R <, F. In particular
R # 0 is a non-zero integral domain and hence QUOT R is a field. Let
us now denote the subfield of F' generated by R by FE, explictly

E = {ab'|a,be R}

Then is is straightforward to check that the algebraic operations on
the quotient field QUOT R coincide with those of the field E. That is
we obtain a well-defined isomorphism of rings

QUOTR =, F : %Hab_l

Consider any u € R, then clearly U := { 1w, u?, ul, ... } is multiplica-
tively closed. Hence we obtain a commutative ring by

R, = {uk ‘ kE]N}_lR

in which w = u/1 is invertible (with inverse 1/u). By the remarks
above it is clear that R, = 0 is zero if and only if u is a nilpotent of
R. And R — R, is embedded under « if and only if u is a non-zero
divisor of R, respectively isomorphic if « is a unit. Altogether
R,=0 <— weNLR
k:R— R, <= wu€eNZIDR
k:R =2 R, <= u€eR

In (2.9) and (in a more general version) in (2.94) we have seen, that
the complement R\ of a prime ideal p <; R is multiplicatively closed.
Thus for prime ideals P we may always define the localisation

Ry == (R\p) 'R

And by going to complements it is clear that R is embedded into Ry
under x, iff P is contained in the set of zero divisors of R

H:R‘—>Rp < ngDR

In any case - as R\ P is saturated multiplicatively closed subset we
can explicitly describe the group of units of Ry to be the following

(B) = {Z|uwvep)
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e If (R,+,-) is an integral domain and p <; R is a prime ideal of R
then we get an easy alternative description of the localised ring Ry:
let £ := QUOT R be the quotient field of R, then we denote:

By = {Fer|bgyp]

And thereby we obtain a canonical isomorphy from the localised ring
Ry to Ey by virtue of a/b+ a/b. (One might hence be tempted to say
Ry = Ey, but - from a set-theoretical point of view - this is not quite
true, as the equivalency class a/b € Ry only is a subset of a/b € Ey)
Ry = By

—

a
b

S Q

Note that under this isomorphy the maximal ideal My of Ry induced
by P (that is My := PRy = (R \ P)~'p) corresponds to

my «— {%GE‘aep,bgp}

(2.98) Lemma: (viz. 350) Local-Global-Principle
Let (R, +, ) be any commutative ring and a, b € R, then equivalent are

b

a=b <= VpEespecR %:IERp
a b

= VmésmaXR:I—IERm

Further if R is an integral domain and F' := QUOT R is its quotient field,
then we can embed R into E,as R={a/l € F|a € R}. Likewiseif p <; R
is a prime ideal then we embed the localisation into F' as well, as Rp :=
{a/ue Fla€e R, u¢gp}. And thereby we obtain the following identities
(as subsets of F)

R= () B = () RBnm

pespecR mesmaxR

(2.99) Proposition: (viz. 351) Universal Property

Let (R,+,-) and (S,+,-) be commutative rings, U C R be a multiplica-
tively closed subset and ¢ : R — S be a homomorphism of rings, such that
o(U) € S*. Then there is a uniquely determined homomorphism of rings
@ :U'R — S such that px = . And this is given to be

_ a _
p: U RS a»—mp(a)gp(u) 1
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(2.100) Remark:

Let (R, +, ) be a commutative ring and U, V' C R be multiplicatively closed
sets, such that U C V. Further consider the canonical homomorphism
k:R— V™R :a a/l. Then it is clear that x(U) C (V~'R)*, as the
inverse of u/1 is given to be 1/u. Thus by the above proposition we obtain
an induced homomorphism

a a
s —
u u

:U''R—>VIR :

Thereby ®(a/u) = 0/1 iff there is some v € V such that va = 0. And this is
precisely the same property for x(a) = 0/1. Hence the kernel of % is just

kn(R) = U l(kn(k)) = {g‘aeanLueU}

u

(2.101) Definition: (viz. 351)

Let (R,+,-) be a commutative ring, U C R be a multiplicatively closed
set and denote the canonical homomorphism, by x: R — U 'R : a + a/1
again. If now @ <; R and @ <; U~ 'R are ideals then we define the transfered
ideals WN R <; R and U~'a <; U™ R to be the following

UNR = m*@):{aeR‘%eu}

Ulla = (k@) = {% ‘ aea,uEU}

(2.102) Example:
Let (R, +,-) be any commutative ring, a € Rand U C R be multiplicatively
closed. Then an easy, straightforward computation shows

a

-1
1U R

U '(aR) =

(2.103) Definition: (viz. 352)
Let (R, +,-) be a commutative ring, U C R be a multiplicatively closed set
and @ <; R be an ideal of R. Then we obtain another ideal 0 : U <; R by

a:U = {beR|JveU:vbea}

And clearly 0 : U <; R thereby is an ideal of R containing @ C @ : U and
using the notation of (2.101) we finally obtain the equality

(U'a)NnR = a:U
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(2.104) Proposition: (viz. 352)
Let (R, +,-) be a commutative ring and U C R be a multiplicatively closed
subset. Further let 0,  <; R be any two ideals of R, then we obtain

U—l(amb) = (U 'a)n(U ‘15)

(a+f’) (Ua) + (U™')

“Heb) = (UTle) (UTD)
U’lﬁ = VU-la

(G:U):U = a:U
(@anb):U = (a:U)Nn(b:U)
Va:U = Va:U

Conversely consider any two ideals U, 0 <; U —1R and abbreviate @ := UNR
and b : =N R <; R. Then we likewise get the identities

(uNw)NR anb
(W+m)NR = (a+Db):U
(uw)NnRrR = (ab):U
VINR = Va

(2.105) Example:

The equality (@ +D0) : U = (6 : U) + (b : U) need not hold true. As an
example consider R = Z, U := {1,2,4,8,...}, @ = 9Z and b = 15Z. Then
it is clear that 0 : U =@ and b : U = b such that (0: U)+ (b: U) = 3Z (as 3
is the greatest common divisor of 9 and 15). Yet 13-2 =26 = 9+15 € a+Db.
Thus 13 € (@ +0) : U even though 13 ¢ 3Z = (a:U)+ (b: U).

(2.106) Definition: (viz. 354)
Let (R, +,-) be a commutative ring and U C R be a multiplicatively closed
set in R. Then we define the following sets of ideals in R

U ldealR := {acidealR|a=0a:U}
= {a€cidealR|uelU,ua €@ = aca}
U lstadR := srad RN (Uﬁlideal R)

U lspecR := specRN (Uﬁlideal R)

= {pespecR|pNU =0}
U lsmaxR := smaxRN (U_lidealR)

= {mesmaxR|MNU=0}
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(2.107) Proposition: (viz. 354)

Let (R, +,-) be a commutative ring and U C R be a multiplicatively closed
set in R. Then we obtain an order-preserving one-to-one correspondence
between the ideals of the localisation U~'R and U~ lideal R, formally

ideal (U™'R) «— (U lideal R)
v - UNR
Ula — a

e This correspondence is order-preserving, that is for any two ideals @,
b € U~ 'ideal R and U, 0 € ideal U~ ! R respectively, we get

aCchb = UltacU '
UCwW =— UNRCWNR

e And this correspondence correlates maximal, prime and radical ideals
of U"'R with U~ 'smax R, U !spec R respectively with U~ 'srad R

ideal (U 'R) (U tideal R)

I

(2.108) Example:

e Thus the ideal structure of U~'R is simpler than that of R itself.
The most drastic example is the following Z has a multitude of ideals
(namely all aZ where a € IN, which are countably many). Yet Q =
QUOT Z if a field and hence only has the trivial ideals 0 and @ itself.

e Let now (R, +,-) be any commutative ring and choose any u € R, then
the spectrum of R,, corresponds (under the mapping 1l — U N R of the
proposition above) to the following subset of the spectrum of R

specR, «—— {pecspecR|u¢gp}
PROB this is clear as for prime ideals P of R we have the equivalence

u€EP — {u,uQ,u?’,...} Cy < pﬂ{u,u27u3,...} # () such
that the claim is immediate from (2.107).
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e Let q € spec R be a fixed prime ideal of R, then (for any other prime
ideal p of R) clearly pN (R \ q) = 0 is equivalent to p C (. Using this
in the above proposition (2.107) we find the correspondence

spec Ry «— {pespecR|p C (}

Thus localizing in ( simply preserves the prime ideals below ¢ and
deletes all the prime ideals beyond . Note that this is just the opposite
of the quotient R/q - here all the ideals below q are cut off. That is
let P:={pecspecR|pP C qorq C P} be the set of all prime ideals
of R comparable with . Then the situation is the following

q

) )
spec Ry spec R/ q

(2.109) Corollary: (viz. 358)

Let (R, +,-) be a commutative ring and U C R be a multiplicatively closed
subset with 0 ¢ U. Further let us abbreviate by * any one of the words
integral domain, noetherian ring, artinian ring, UFD, PID, DKD or normal
ring. Then we get the following implication

Risax = U 'Risax

(2.110) Corollary: (viz. 361)
Let (R,+,-) be an integral domain and denote its quotient field by E :=
QUOT R. Then the following three statements are equivalent

(a) R is normal
(b) Vp €specR : Ry is normal

(¢) VM € smax R : Ry is normal

(2.111) Proposition: (viz. 355)

Let (R,+,-) be any commutative ring, then we present a couple of useful
isomorphies concerning localisations: fix a multiplicatively closed set U C R
and some point u € R then we obtain

(i) The localisation of the polynomial ring R[t] is isomorphic to the poly-
nomial ring over the localized ring, formally that is



(ii) The localized ring R, is just a quotient of some polynomaial ring of R

Ry = B/
% — at® + (ut — 1) R[]

f(/u) <~ f4 (ut —1)R[t]

(iii) Let (R,+,-) be an integral domain and 0 ¢ U C R be a multiplica-
tively closed subset of R not containing 0. Then the quotient fields of
R and U~ R are isomorphic under

~ -1 . E
QUOTR =, QuortU "R : 2 b/l

(iv) Let (R,+,-) be an integral domain and 0 # a, b € R be two non-zero
elements of R and let n € IN. Then we obtain the following isomorphy

N 2/ oD
(Ra)b/a" S Ha (b/a™)i - (ab)iti

(v) Consider U C R multiplicatively closed and @ <; R any ideal of R
such that U Na = (. Now denote U/@ := {u+0a|u € U}, then we
obtain the following isomorphy

Ulyg = (U/a)_1 (R/a>

b b+a
~+Uta +
v v+4a

(vi) In particular: let p <; R be a prime ideal and @ <; R be any ideal
of R such that @ C p. Then we denote Gy := (R \ p)~'@ and thereby
obtain the following isomorphy

Ry =~ (R b b+4a
/ap o (/a)p/a' u+ap'_>u+a
(vii) Let p <; R be a prime ideal of R and denote P := (R \ p)~1p. If now

a € P is not contained in P then we obtain the isomorphy

~ a r/1
fo S (s =
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2.10 Local Rings

(2.112) Definition: (viz. 364)
Let (R, +,-) be any commutative ring, then R is said to be a local ring, iff
it satisfies one of the following two equivalent properties

(a) R has precisely one maximal ideal (i.e. #smax R = 1)
(b) the set of non-units is an ideal in R (i.e. R\ R* <; R)
NoOTA and in this case the uniquely determined maximal ideal of R is pre-

cisely the set R\ R* = {a € R | aR # R} of non-units of R.

(2.113) Proposition: (viz. 365)
Let (R, +,-) be a commutative ring and M <; R be a proper ideal of R (that
is M # R). Then the following four statements are equivalent

(a) R is a local ring with maximal ideal m
b)Va G4 R:0£R = acCm

(c) R\m = R*

)

(d) R\m C R*

(2.114) Example:

o If (F,+,-) is a field, then F'\ {0} = F*, in particular F' already is a
local ring having the maximal ideal {0}.

e Let (E,+,-) be a field and consider the ring of formal power series
R := Et] over E. Then Et] is a local ring having the maximal ideal

m = tE[] = {feE}]|f0]=0}

To prove this it suffices to check R\ m C R* (due to the above
proposition (2.113)). But in fact if f € E[t] is any power series with
f[0] # 0 then an elementary computation shows that we can iteratively
compute the inverse of f, by

R
) 1 .
Uk = f[o];of[k—y]f 4]
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e Let (R,+,-) be a commutative ring and p <; R be any prime ideal of
R. Then in (2.115) below we will prove that the localised ring Ry is a
local ring having the maximal ideal

my = (R\P)"'p = {p/ulpepugp}

o Let (S,+,:) beaPID,1 <n €N and p € S be a prime element of
S. Then we have proved in (2.89.(iii)) that R := S/p"S is a local ring
having the maximal ideal

NILR = zDR = R\R* = (p+p"S)R

(2.115) Proposition: (viz. 365)

Let (R, +,-) be a commutative ring and p <; R be a prime ideal. Then Ry
is a local ring (i.e. a ring with precisely one maximal ideal). Thereby the
maximal ideal of Ry is given to be

my = (R\P)"'p = {p/ulpepugp}
And the residue field of Ry is isomorphic to the quotient field of R/p via

a+P
u—+9P

a
Rp/mp gf QUOT R/p : a + mp =

(2.116) Proposition: (viz. 383) ({)

Let (R,+,-) be a local, noetherian ring with maximal ideal m and denote
the residue field of R by E := R/m. We now regard M as an R-module, then
m/m? becomes an E-vector space under the following scalar multiplication:

(a+m)(m+m?) = (am)+m?

And if we now denote by rankz(m) the minimal number k£ € IN such that
there are elements m1,...,mg € M with M = Rmq + - - - + Rmy, then we get

dimg (m/m2) = rankp(m)

135



(2.117) Definition:

Let (R, +,-) be any non-zero (i.e. R # 0), commutative ring, then a mapping
v:R — NU{oo} is called a valuation (and the ordered pair (R,v) a
valued ring) if for any a, b € R we obtain the following properties

(1) v(a) =0 <= a=0
(2) v(ab) = v(a)+ v(b)
(3) v(a+b) > min{v(a),v(b)}
And a valuation v is said to be normed iff it further satisfies the property

(N) Jae S : v(a)=1

(2.118) Proposition: (viz. 365)

(i) Let (R,v) be a valued ring (in particular R # 0), then R and its
valuatuion v already satisfy the following additional properties

(U) ae R* = v(a)=0
(I) R is an integral domain

(P) [v]:={a€ R|v(a) > 1} €specR

(ii) If (R,+,) is a non-zero integral domain then R always carries the
trivial valuation 7 : R — N U { oo} defined by 7(a) := 0 iff a # 0
and 7(a) := oo iff @ = 0. Note that this valuation is not normed.

(iii) Let (R,+,-) be a noetherian integral domain and consider any p € R
prime. Then we obtain a normed valuation v = v, on R by

v: R—>NU{c0} : a+ alp]

where a[p] = sup{keIN|p* | a}

In particular we have v(p) = 1 and [v] = pR. And for any a, b € R
this valuation satisfies a fifth property, namely we get

v(a) #v(b) = v(a+0b)=min{v(a),v(d)}

(iv) Let (R,+,-) be a PID then we obtain a one-to-one correspondence
between the maximal spectrum of R and the normed valuations on R:

smax R «— {v:R—-NU{oo}|(1),(2),(3),(N)}
m +— v, where M =pR

v] — v

136



(2.119) Definition:

Let (R,+,-) be a commutative ring, then we call v : R — IN U {o0} a dis-
crete valuation on R (and the ordered pair (R, v) is said to be a discrete
valuation ring), iff v satisfies all of the following properties (Va, b € R)

via) =00 <= a=0
(ab) = v(a)+v(b)
(a+b) > min{v(a),v(b)}
(

<

via) <v(b) = a | b

~~ o~
w

=z I == = <
<

(N) 3meR : v(im)=1

(2.120) Proposition: (viz. 367)
Let (R,v) be a discrete valuation ring, then R and its valuation v already
satisfy all of the following additional properties

(i

) (R,v) is a valued ring, in particular R is a non-zero integral domain.
(ii) R is a local ring with maximal ideal [v] = {a € R | v(a) > 1}.

(iii) (R,e) is an Euclidean domain under ¢ : R\ {0} — IN : a +— v(a).

)

(iv) Fix any m € R with v(m) = 1, then for any 0 # a € R there is a
uniquely detemined unit o € R* such that a = am* for k = v(a).

(v) According to (iii) and (iv) the set of ideal of R is precisely the following

ideal R = {mkR \ k:e]N}u{O}

(vi) Let (F,+,-) be an arbitary field and v : ' — Z U {oo} be a function
satisfying the following four properties (for any x, y € F')
(1) v(z) =00 <= =0
(2) v(zy) = viz)+v(y)
3) v(z+y) = min{v(z),v(y)}
) dmeF : v(m)=1

14

(N

In this case v is said to be a discrete valuation and further we obtain
a subring R of F by letting R := {a € F | v(a) > 0} <, F. Also
v: R — INU{oo} is a discrete valuation on R. Finally F'is the quotient
field of R, that is we get

F = {ab71|a,b€F, b#O}
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(2.121) Example:

e We regard F' = Q and any prime number p € Z. Then we obtain a
discrete valuation v, : Q — Z U {oo} by (where a, b € Z, b # 0)

v (%) = laly— Dy

[al, = sup{keN|p" | a}

Thereby v, is said to be the p-adic valuation of Q. And if we denote
P := pZ, then the discrete valuation ring detemined by v, is just Zy.

e More generally the above construction works out for any PID R: let
F be the quotient field of R and p € R be any prime element. Then
we may repeat the definition of v, literally (except for a, b € R) and
thereby obtain a discrete valuation v, : F' — Z U {oo}. And the
discrete valuation ring determined by v, is Ry (where p := pR) again.

e The prototype of a discrete valuation ring is the ring of formal power
series E[t] over a field E. And in this case we obtain a discrete valu-
ation v (note that v = tE[t]), by

v: E[t] > ZU{cc} : fresup{keN|tF | f}

(2.122) Theorem: (viz. 368)
A commutative ring (R, +, ) is said to be a discrete valuation ring (ab-
breviated by DVR), iff it satisfies one of the following equivalent properties

(a) R admits a discrete valuation v : R — IN U {oo}

(b) Ris an integral domain and there is some element 0 # m € R satisfying

R\mR=R" and [|m‘R=0
keN

(c) Ris a PID and local ring but no field.

(d) R is an UFD but no field and any two prime elements of R are asso-
ciates (i.e. if p, ¢ € R are irreducible, then we get pR = ¢R).

(e) R is anoetherian integral domain and local ring, whose maximal ideal
M is a non-zero principal ideal (i.e. M = mR for some 0 # m € R).

(f) R is a noetherian, normal and local ring with non-zero maximal ideal
m = 0 and the only prime ideals of R are 0 and m (i.e. spec R = {0,m}).
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(2.123) Definition:

A commutative ring (R, 4+, -) is said to be a valuation ring, iff it is a non-
zero integral domain in which the divides relation is a total order. Formally
that is, iff R satisfies the following three properties

(1) R #0
(2) R is an integral domain

(3) Va,be Rwegeta | bord | a

(2.124) Remark:

The last property (3) in the definition above might seem a little artificial.
We hence wish to explain where it comes from: as R is an integral domain
we may regard its quotient field £ := QuOT R. Then property (3) can be
reformulated, as

Ve E\{0} : z€Rorz ' €R

Thus if we are given a valuation (in the sense of fields) v : E — Z U {0} on
E, we may regard the subring R := {a € E' | v(a) > 0}. And it is clear that
R satisfies the property © € R or 7 € R for any 0 # x € E. Thus every
v is assigned a valuation ring R in E. Therefore valuation rings appear
naturally whenever we regard valuations on fields.

(2.125) Proposition: (viz. 370)

(i) If (R, +, ) is a valuation ring, then R already is a local ring and Bezout
domain (that is any finitely generated ideal already is principal).

(ii) If (R,+,-) is a valuation ring, then we get the following equivalencies

(a) R is noetherian
(b) Ris a PID
(¢) Ris a DVR or field

139



2.11 Dedekind Domains

(2.126) Definition:

Let (R,+,-) be an integral domain and let us denote its quotient field by
F := QuOT R. Then a subset f C F is called a fraction ideal of R (which
we abbreviate by writing f < R) iff it satisfies

(1) f <m F is an R-submodule of F

(2) 30 # r € R such that f C R

(2.127) Remark:

e In particular any ideal @ <; R is a fraction ideal @ <y R (PROB just
let 7 = 1). By abuse of nomenclature ordinary ideals of R are hence
also said to be the integral ideals of F.

e Conversely for any fraction ideal f <¢ R we see that f N R <; R is an
ideal of R. PROB because 0 € fN R and if f, g € f and @ € R then
clearly f +g € f NR and af € f N R as both, f and R are R-modules.

e And clearly for any z € F the generated module f := 2R is a fraction
ideal f <f R of R PROB because if x = r/s then sf =rR C R.

o If R itself is a field, then F' = R and the only possible fraction ideals
of R are 0 and R (PROB if 0 # 2 € f <¢ R then x has an inverse in R
and hence 1 = z~'2 € f. Thus for any @ € R we have a = al € f).

(2.128) Proposition: (viz. 371)

Let (R,+,-) be an integral domain and let us denote its quotient field by
F := QuoT R. As in the case of integral ideals, if f and g < R are fraction
ideals of R, then the sum f + ¢, intersection f N g and product f§ of finitely
many fraction ideals is a fraction ideal again. And if § # 0 we may also
define the quotient f : § of two fraction ideals. Le. if f and ¢ <; R are
fraction ideals of R then we obtain further fraction ideals of R by letting

f+g = {z+ylzcfyecqg}
frng = {z|zefandzeq}

f:q = {xGF!xggf}

fg = { z”: figi

=1

nG]N,fin,giEg}
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(2.129) Remark:

e Let now 0 # f and § <¢ R be two non-zero fraction ideals of the
integral domain (R, +,-) and let F = QUOT R. Then the product fg
and quotient f : § # 0 are non-zero, too. Formally that is

f,g#0 = fg#0andf:g#0

PROB as f and g # 0 we may choose some 0 # f € f and 0 # g € g.
Then fg € fg and fg # 0, as F is an integral domain (yielding f g # 0).
Now let s§ C R for some s # 0. Then (sf)§ = f(sq) € fR C f and
hence sf € f: §. But as sf # 0 this means f : § # 0.

e For any fraction ideal f <t R we always get the following two inclusions

f(R:f) < R < f:f

PRrOB f (R : f) contains elements of the form z1y; + - - - + 2.y, where
r; € R:fand y € f. But by definition of R : f this means x;3; € R
and hence x1y1 + -+ + 2y, € R. And R C f: f is clear, as f <., F.

e First note that the multiplication f g of fraction ideals is both commu-
tative and associative. Further it is clear that for any fraction ideal
f <¢ R we get Rf =f. That is the set of fraction ideals of R is a com-
mutative monoid under the multiplication (defined in (2.128)) with
neutral element R. This naturally leads to the definition of an invert-
ible fraction ideal. Of course the non-zero fraction ideals als form a
monoid and this is called the class monoid of R, denoted by

C(R) = {f <t R|f#0}

(2.130) Definition: (viz. 371)

Let (R,+,-) be an integral domain and let us denote its quotient field by
F := QuOoT R. Then a fraction ideal f <t R of R is said to be invertible,
iff it satisfies one of the following two equivalent conditions

(a) 3¢ < R : fg=R
(b) f(R:f) = R

Note that in this case the fraction ideal g with f@ is uniquely determined,
to be § = R:f. And it is called the inverse of f, written as

=g = R:f
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(2.131) Proposition: (viz. 372)

Let (R,+,-) be an integral domain and let us denote its quotient field by
F :=QuoTR. If now 0 # 0 <; R is a non-zero ideal of R, then the following
statements are equivalent

(a) @ is invertible (as a fraction ideal of R), i.e. there is some fraction ideal
g <¢ R of R such that aq = R.

(b) There are some ai,...a, € @ and z1,...,z, € F such that for any
1€1l...nwegetz;0d C Rand ajz1 + -+ apz, = 1.

(c) @ is a projective R-module, i.e. there is a free R-module M and a

submodule P <., M such that 0 & P = M.

(2.132) Corollary: (viz. 373)
Let (R, +, ) be a local ring, that also is an integral domain. If now 0 # 0 <; R
is a non-zero ideal of R then the following statements are equivalent

(a) @ is a principal ideal (i.e. @ = aR for some a € R)

(b) @ is invertible (as a fraction ideal @ < R)

(2.133) Remark:

e If aR is any non-zero (a # 0) principal ideal in an integral domain
(R,+,-), then aR <¢ R is an invertible fraction ideal of R. This is
clear as its inverse obviously given by

)" - L

e Now consider an (integral) ideal @ <; R and elements ay,...,a, € 0
and x1,...,2, € R: 0 C F such that aqz1 + -+ a,z, = 1. Then @
is already generated by the a;, formally that is

a = (a,...,an )i

PROB the inclusion ” D7 is clear, as a; € 0. For the converse inclusion
we consider any a € 0. As x; € R : 0 we in particlar have ;0 C R.
And because of a1x1 + -+ + apxy, = 1 we are able to write a in the
form a = (r1a)a; + - - + (xpa)a, € (a1, ..., an )i

e We have seen in the proposition above, that an (integral) ideal @ <; R
is invertible if and only if there are ay,...,a, € 0 and z1,...,2, € F
such that for any ¢ € 1...n we get

;0 € R and ajz1+...apx, =1
NoTA as we have just seen this already implies, that the a; generate

0. Hence any invertible ideal already is finitely generated!
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e Now consider some multiplicatively closed subset 0 ¢ U C R. Then

F = QuoT R = QuoT U ! R are canonically isomorphic, by (2.111.(iii)).
If now f and § < R are any two fraction ideals of R then it is easy to
see that U~'f := {a/ub | a/bef,uc U} <t U'R is a fraction ideal
of U"'R and a straightforward computation shows

(v7f)(v™s) = U(fg)

In particular if f <y R is invertible (over R) then U~!f is invertible
(over U7'R) and vice versa. Formally that is the equivalence

f <; R invertible <= U_lf < U~'R invertible

ProB (U~!f) (U~1g) is generated by elements of the form (a/ub)(c/vd)
where a/b € f, ¢/d € g and u, v € U. Now uv € U and (a/ub)(c/vd) =
(ac)/(uvbd) such that this is contained in U~1(f §) again. This proves
" C” conversely let a/b € f, ¢/d € g and u € U. Then U~L(fq) is
generated by elements of the form (ac)/(ubd). And as (ac)/(ubd) =
(a/ub)(c/d) this is also contained in (U~!f) (U~'g). This proves the
converse inclusion ” D7 and hence the equality. And from this equality
it is clear that (U~f)~! = U~L(f 71) for invertible fraction ideals (and
hence the equivalence).

(2.134) Definition: (viz. 373)

Let (R,+,-) be an integral domain and let us denote its quotient field by
F := QuoTR. Then R is said to be a Dedekind domain (shortly DKD)
iff it satisfies one of the following equivalent statements

(a)

every non-zero fraction ideal 0 # f < R is invertible (i.e. there is some
fraction ideal § <f R such that fq = R).

every non-zero (integral) ideal 0 # @ <; R is invertible, (i.e. there is
some fraction ideal ¢ <¢ R such that 0 = R).

every ideal @ <; R with a ¢ {0, R} allows a decomposition into finitely
many prime ideals, i.e. 3p;,...,P, € spec R such that a=19p,...p,.

R is a notherian, normal ring in which every non-zero prime ideal
already is maximal, that is spec R = smax RU {0 }.

R is noetherian and for any non-zero prime ideal 0 # p € spec R the
localisation Ry is a discrete valuation ring (i.e. a local PID).
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(2.135) Example:

In particular any PID (R, +,-) is a Dedekind domain - it is noetherian, as
any ideal even has only one generator, it is normal (as it is an UFD by the
fundamental theorem of arithmetic) and non-zero prime ideals are maximal
(which can be seen using generators of the ideals).

(2.136) Theorem: (viz. 380)
Let (R,+,-) be a Dedekind domain and 0 # @ <; R be a non-zero ideal of
R. Then R already satisfies an extensive list of further properties, namely

(i) Any ideal 0 # @ <; R admits a decomposition into finitely many (up

to permutations) uniquely determined prime ideals, formally

a'p,,...,p, €specR\ {0} suchthat a=9p,...p,

(ii) For any ideal 0 # @ <; R the quotient ring R/0 is a principal ring
l.e. a ring 1n which any 1deal 1s generated by a single element).
i ing i hich ideal i db ingle el

(iii) Any ideal of R can be generated by two elements already, we even get:

VO0#a€@ dbeq such that a=aR+ bR

(iv) If R also is semilocal (i.e. R only has finitely many maximal ideals)
then R already is a PID (i.e. every ideal is a principal ideal).

(v) If m <; R is a maximal ideal of R and 1 < k € IN then we obtain the
following isomorphy of rings (where as usual Ry = (R\ M)"'R and
MRy = (R\m)~'m* <; Ry denote the localisation of R resp. m¥)

a
R/mk =, Rm/mkRm : a+mkr—>1+mkRm

(2.137) Definition: (viz. 378)
Let (R,+,-) be a Dedekind domain, M € smax R be a maximal ideal and
0 # 0 <; R be a non-zero ideal of R. Then we define the valuation vy
induced by M on the set of ideals of R, by
vy : ideal R — IN
0 max{kecN|a C m"}
0—20
And for any a € R we denote vy(a) := vy(aR) € N. Let now a, b <; R be
arbitary ideals of R. The we say that b divides 0, written as b | q, iff it
satisfies one of the following equivalent properties:
bla = 3JcGR:a=Dbe
— ach
< VmesmaxR : (b)) <wvp(a)
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(2.138) Proposition: (viz. 378)

Let (R, +,-) be a Dedekind domain with quotient field F' := QuoT R. And
let M <; R be any maximal (i.e. non-zero prime) ideal of R. Then we obtain
the following statements:

(i) Consider M = {my,..., M, } C smax R a finite collection of maximal
ideals and k(1),...,k(n) € N. Then for any M € smax R we obtain

K orm L [ kG ifm=m,
Vm(ml B 11 4 ) { 0 i ¢ M

(ii) Consider any two non-zero ideals 0 # @,  <; R then the multiplicity
function vy acts additively under multiplication of ideals, that is

vm(@0) = vm(®) + vm(D)

(iii) Let 0 # a, b <; R be any two non-zero ideals of R and decompose 0 =
m’f(l) o mﬁ(”) and b = mll(l) o il(n) with pairwise distinct maximal
ideals m; € smax R and k(7), {(i) € IN (note that this can always be
established, as k(i) = 0 and (i) = 0 is allowed). Then we get

a+b = m"D_mm™  where m(i) := min{ k(), (i) }

(iv) Consider any non-zero ideal 0 # @ <; R, as before we decompose
(0 into @ = m’f(” . ..mﬁ(”) (with pairwise distinct m; € smax R and
llegk(i) € IN). Then we obtain chinese remainder theorem:

n

By = @Fpro s vrar (b+mi®)
=1

(v) Let @ <; R be any ideal in R, then there is some ideal b <; R such that
a+b = R are coprime and ab is principal (i.e. 3a € R: ab = aR).
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Chapter 3

Modules

3.1 Defining Modules

(3.1) Definition:

Let (R, +,-) be a ring, then the triple (M, +,¢) is said to be an R-module,
iff M # () is a non-empty set and + resp. ¢ are binary operations of the form
+:MxM—M:(x,y)—z+yando: RxM — M : (a,z) — aox = ax
that satisfy the following properties

(G) (M,+) is a commutative group, that is the addition is associative and
commutative, admits a neutral element (called zero-element, denoted
by 0) and every element of M has an additive inverse. Formally

Ve,yzeM : 2+ (y+z) = (v+y)+=2
Ve,ye M : z4+y = y+x
d0eMVeeM : z+0 =2
VreMdzeM : x4+7 =0

(M) The addition + and scalar multiplication ¢ on M satisfy the following
compatibility conditions regarding the operations of R

Vae RVz,ye M : ao(x+y) = (aox)+(aoy)

Va,be RVzeM : (a+b)ox = (aox)+ (box)

Va,be RVzeM : (a-b)ox = ao(box)
VeeM : lox =2

(3.2) Remark:

e The notations in the definition above deserve some special attention.
First note that - as always with binary operations - we wrote = + y
instead of +(z,y). Likewise a ¢ x instead of ¢(a,x) and of course a + b
instead of +(a,b), a-b instead of -(a,b) (as we already did with rings).
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e Recall that for a ring (R, +, ) the operation + has been called addition
and - has been called multiplication of R. In analogy, if (M,+,¢) is
an R-module, then + is said to be the addition of M and ¢ is called
the scalar multiplication of M.

e Next note that we have used two different binary operations +, namely
+:RxXxR— Rof (R,+,) and + : M x M — M of (M,+,¢). At
first it may be misleading to denote two different functions by the
same symbol, but you will soon become used to it and appreciate
the simplicity of this notation. It will not lead to ambiguities, as the
neighbouring elements (a and b for a + b, resp. z and y for = + y)
determine which of the two functions is to be applied. As an excercise
it might be useful to rewrite the defining properties (M) using +p for
+ in R and +)s for + in M. As an example let us reformulate the
first two properties in this way

Vae RVz,ye M ao(zx+py) = (aox)+ur (aoy)
Va,be R¥zeM (a+grb)ox = (aox)+nm (box)

e Note that the properties (G) of R-modules truly express that (M, +)
is a commutative group. In particular we employ the usual notational
conventions for groups. E.g. we may omit the bracketing in sums due
to the associativity of the addition + of M

r4+y+z = (z+y) +=z

Zn:xi = ((ml—i-a:g)—i-...) + xp
i=1

And as always the neutral element 0 € M is uniquely determined
again (if 0 and 0’ are neutral elements, then 0/ =0+ 0" =0+ 0 = 0).
Likewise given z € M there is a uniquely determined = € M such that
x + T = 0 and this is said to be the negative element of x, denoted
by —z := T (if p and ¢ are negative elements of x then p = p+0 =
pt(+q)=q+(@+p =qg+0=q).

e Let (R, +, ) be any ring (with unit element 1) and M be an R-module,
then we wish to note some immeditate consequences of the axioms
above. Let x € M and recall that —z denotes the negative of x, then

0oz = 0
(-oz = —=z
PrOB as 0 = 0+0in R we get 0oz = (0+0)oz = (0ox)+ (0ox) from
(M). And substracting 0 ¢ x once from this equality we find 0 = 0¢ x.

This may now be used tosee 0 = 0oz = (1+(—-1)oxz = (loz)+
((=1) o z). Substracting z = 1oz we find —z = (—1) o x.
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e We have already simplified the notations for modules rigorously. How-
ever it is still useful to introduce some further conventions. Recall that
for rings (R, +,-) we wrote ab instead of a - b. And we wrote a — b in-
stead of a + (—b) and ab+ ¢ instead of (a-b) + c¢. The same is true for
the addition in the module M: we will write x —y instead of =+ (—y).
Likewise we write ax instead of a¢x and declare that the scalar multi-
plication ¢ is of higher priority that the addition +. That is we write
az + y instead of (a ¢ z) + y. Note that it is unambiguously to write
abz instead of (a-b) ox = a o (box), as this equality has been one
of the axioms for R-modules. Thus we may also omit the brackets in
mixed terms with multiplication and scalar multiplication.

e In contrast to rings (where we faithfully wrote (R, +,-) on every first
occurance of the ring) we will omit the operatins + and ¢ when refering
to the R-module (M, +,¢). That is we will say: let M be an R-module
and think of (M, +,¢) instead.

e What we defined here is also called a left R-module, this is to say
that in the scalar multiplication ¢ : R x M — M the ring R acts
from the left. One might be tempted to regard right R-modules as
well, i.e. structures (M, +, /) in which the ring R acts from the right
A:MxR— M: (x,a) — x/a that satisfy the analogous properites
(x+y)Da=(xlha)+(yLa),zA(a+b) = (xAa)+ (zAD),
xA(a-b)=(xAa)Aband z A1 = x. However this would only yield
an entirely analogous theory: Recall the construction of the opposite
ring (R,+,-)°P in section 1.3. If (M, +,9) is a (left) R-module, then
we obtain a right R°P-module (M, +,©)°P by taking M as a set and
+ as an addition again, but using a scalar multiplication that reverses
the order of elements. That is we obtain a right R°P-module by

(M, +,0)° := (M,+,A) where zAa:=aox

e The theory of R-modules is particularly simple in the case that R is
a field. As this case historically has been studied first there is some
special nomenclature: suppose that V' is an F-module, where (F, +, )
is a field. Then we will use the following notions

set theory ‘ linear algebra
(Fy+,-) base field
(V,+,0) vector space
elements of F scalars
elements of V' vectors
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(3.3) Example:

e Consider any commutative group (G, +), then G becomes a Z-module
under the following scalar multiplication ¢: Z x G — G

Zle x for k>0
kox := 0 for k=0
S E(—z) fork <0

e Let (R,+,-) be any ring and 0@ <,, R be a left-ideal of R (note that
in particular @ = R is allowed). Then @ is an R module under the
operations inherited from R, that is

+:axa—0a : (r,y)—z+y

o: Rxa—a : (a,z)—azx

That is: although we started with quite a lot of axioms for R-modules,
examples are abundant - the theory of modules encompasses the theory
of rings! And the proofs are full of examples how module theory can
be put to good use in ring theory (e.g. the lemma of Nakayama).

e Consider any (i.e. not necessarily commutative) ring (S, +, -) and sup-
pose R <, S is a subring of S. If now M is an S-module, then M
becomes an R-module under the operations inherited from .S

+: MxM—-M : (ryy)—z+y
o RxM—M : (a,z)— az

o Let (R,+,-) and (S5,+,-) be any two (not necessarily commutative)
rings and consider a ring-homomorphism ¢ : R — S. If now M is an
S-module, then M also becomes an R-module under the operations

+: MxM-—-M : (z,y) —z+y
o: RxM—M : (a,x)— pa)x

e Consider an arbitary (i.e. not necessarily commutative) ring (R, +, -).
If now 1 < n € N then R"™ becomes a well defined R-module under
the pointwise operations + : R” x R” — R" and ¢: R x R" — R"

(X1, yxn) + Y1y Yn) = (@1 4+ Y1, Tn+ Yn)
ao(z1,...,2n) = (a-x1,...,a Ty)

Note that the operations 4+ and - on the right hand side are those of
the ring R, whereas the operations + and ¢ are thereby defined on
the module R™. Further note that in the case n = 1 we get R = R
and the addition + on R! by definition coincides with the addition +
on R. This is the precisely reason why we did not need to distinguish
between +r and +,s - in case of doubt it doesn’t matter.
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(3.4) Definition:

Let (R,+,-) be a ring, then the quadrupel (A, +,-,¢) is said to be an R-

semi-algebra, iff A # () is a non-empty set and +, - resp. ¢ are binary

opertations of the form +: Ax A — A, -:AxA—-Aando: RxA— A

that satisfy the following properties

(R) (A,+,") is a semi-ring, that is the addition + is associative and com-

mutative, admits a neutral element (called zero-element, denoted by
0), every element of A has an additive inverse, the multiplication - is
associative and satisfies the distributivity laws. Formally

VfgheA : f+(g+h) = (f+9) +h
VfgeA : f+g =g+ f
dJ0e AVfeA : f+0 = f
VfeAdfecA : f+?:0

VigheA : f-(g h) ( 9)+( ~h)
VfigheA « (f+g)-h = (f-h)+(g-h)

(M) (A,+,9) is an R-module, that is the addition + and scalar multiplica-
tion ¢ of A satisfy the following compatibility conditions
Vae RVf,geA : ao(f+g) = (aof)+(aoyg)
Va,be RVfeA : (a+b)of = (aof)+ (bof)
Va,be RVfeA : (a-b)of = ao(bof)
VfeA  lof = f

(A) The multiplication - and scalar multiplication ¢ of A are compatible
in the following sense (note that this is some kind of associativity)

Vac RYf,geA : (aof)-g =ao(f-g) = f-(acyg)

If now (A, +,-,¢) is an R-algebra, then we transfer most of the notions of
ring theory to the case of algebras, by refering to the semi-ring (A, +,-). To
be precise introduce the following notions

(A, +,-,0) is called (A, +,-) is
R-algebra = ring
commutative = commutative
integral = integral domain
division = skew-field
noetherian <= commutative, noetherian ring
artinian = commutarive, artinian ring
local = commutative, local ring
semi-local <= commutative, semi-local ring
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(3.5) Remark:

e By definition any R-semi-algebra (A, +,-,¢) has a (uniquely deter-
mined) neutral element of addition, denoted by 0 (that is f +0 = f
for any f € A). To be an R-algebra by definition means that the mul-
tiplication also admits a neutral element. That is there is some 1 € A
such that for any f € A weget f-1=f =1-f. And due to the
associativity of - this unit element 1 is uniquely determined again.

o If (A, +,-,0) is an R-algebra, then by definition (A, +, ) is a semi-ring
and (A, +,¢) is an R-module. In particular A inherits all the prop-
erties of these objects and we also pick up all notational conventions
introduced for these objects. That is we write 0 for the zero-element
and 1 for the unit element (supposed A is an R-algebra). Likewise
we write —f for the additive inverse of f (that is f + (—f) = 0 and
f~! for the multiplicative inverse of f (thatis f-f~'=1=f"1.f),
supposed such an element exists. In case you are not familiar with
these conventions we recommend having a look at section 1.2.

o If A is a commutative R-semialgebra, then condition (A) boils down
to (aof)-g=ao(f-g) for any a € R and f, g € A. Because if this
property is satisfied then we already get (a¢ f)-g = f-(a¢g) from the

commutativity f-(aog) = (aog)-f =ao(g-f) =ao(f-g) = (aof)-g.

o If Aisan R-algebra, i.e. an R-semialgebra containing a unit element 1,
then due to property (A) the scalar multiplication ¢ can be expressed
in terms of the ordinary multiplication of A with elements of the form
a< 1. To be precise, let a € R and f € A, then we clearly obtain

(aol)-f = aof

e Note that property (A) in the definition of R-semi-algebras enables us
to not only omit the multiplicative symbol - and scalar multiplication
< but also the bracketing. Whenever we have a term of the form afg
then we may use either bracketing (af)g = a(fg) due to (A).

o () Let (R,+, ) be a commutative ring and A be an R-semi-algebra,
then we can embed A into an R-algebra A’ canonically: as a set we
take A’ := R x A and define the following operations on A’

(a, )+ (bg) = (a+b f+g)
(auf)‘(b?g) = (abvfg+ag+bf)
ao(b,g) = (ab,af)
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Then (A, +, -, ¢) truly becomes an R-algebra (the verification of this is
left to the interested reader) with zero element (0,0) and unit element
(1,0). And of course we get a canonical embedding (i.e. an injective
homomorphism of R-algebras), by virtue of

A A s (0,0)

(3.6) Example:

Let (R,+,-) be a commutative ring then, R becomes an R-module
(even an R-algebra) canonically under its addition + as an addition of
vectors and its multiplication - as both, its multiplication and scalar-
multiplication. Le. if we let A := R, then R becomes an R-algebra
(A,+,-,¢), under the operations

+: AxA—A : (f,9)—f+g
t AXA—=A 2 (fig) = Sy
o : RxA—A : (a,f)—af

In the following - whenever we say that we regard some ring (R, +,-)
as an R-module - we will refer to this construction. And in this case
any subset 0 C R is an ideal of R if and only if it is an R-submodule
of R (where R is regarded as an R-module, as we just did)

060 R <= a0<4 R

Let (A, +,-) be a commutative ring again and I # () be any non-empty
set, then we take A := F(I, R) to be the set of functions from I to R.
Note that this includes the case A = R™ by taking [ :=1...n. Then
A becomes an R-algebra (A, +,-,¢), under the pointwise operations

+ i AXASA 2 (f.9)— (i— f(0)+g(D)
CAX A=A 2 (fg)— (i f(0)-g(i)
o: RxA—A : (a,f)— (i—af(i))

Likewise let (R, +, ) be a commutative ring and @ <; R be an ideal of
R. Then we may consider the quotient ring A := R/0 as an R-algebra
(A, +,-,0), under the following operations

+:AxA—-A : (b+a,c+0)—(b+c)+a
-t AxA—A : (b+0a,c+0a)— (be)+a
o: RxA—A : (a,b+0a)— (ab)+a
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e This is a special case of the following general concept: consider any
two commutative rings (R, +,-) and (S,+,-) and regard an arbitary
ring-homomorphism ¢ : R — S. Then S can be considered to be an
R-algebra under its own addition 4+ and its own multiplication - as
multiplication and scalar multiplication with the imported elements
¢(a). That is A := S becomes an R-algebra under the operations

+ : AxA— A (f,g)|—>f—|—g
i AXA— A (f,g)|—>fg
o: RxA—A : (a,f)— pa)f

e The most general case of the above is the following: let (R, +,-) be any
(that is non-commutative) ring. Then R still is an R-module under the
above operations. But R no longer is an R-algebra. Likewise consider
a second ring (S, +,-) and a ring-homomorphism ¢ : R — S. Then S
is an R-module under the above operations.

+:5x85—=8 : (v,y)—z+y
o: RxS8—=S : (a,z) — p(a)y

Again S, need not be an R-algebra, in general. However S becomes
an R-algebra (under its own multiplication), if the image of R under
¢ is contained in the center of S, that is if

©o(R) C cen(S) = {zeS|VyeS:zy=yx}

e An example of the above situation will be the ring of n X n matrices
over a commutative ring (R, +,-). Recall the construction of matrices
given in section 1.3 (for more details confer to section 4.1) and let
S := mat, R. Then we obtain a homomorphism of rings by letting

a 0
p: R—=S:a— .
0 a
And as R is commutative it is clear, that ¢(R) C cen(S) (in fact it

even is true that ¢(R) = cen (S)) and hence S becomes a well-defined
R-algebra (under the usual multiplication and addition of matrices).
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(3.7) Definition:
Let (R,+,-) be a ring and M be an R-module, then a subset P C M is
said to be an R-submodule of M, iff it satisfies the following properties

(1) 0eP
(2) z,ye P = x4+y€eP
B) aeR,xeP = areP

And in this case we will write P <, M. Likewise if A is a R-semi-algebra
and P C A is a subset, then P is said to be an R-sub-semi-algebra, iff it
is both, a submodule and sub-semi-ring of A, formally iff it satisfies

M) P <,y A
(4) f,ge P = fgeP

And in this case we will write P <, A. If A even is an R-algebra (with
unit element 1), then a subset P C A is said to be an R-subalgebra, iff it
is both, a submodule and subring of A, formally iff it satisfies

(B) P <, A
(5) 1eP

And in this case we will write P <, A. Let now A be an R-semi-algebra
again. Then a subset @ C A is said to be an R-algebra-ideal of A. iff it is
both, an ideal and a submodule of A, formally iff it satisfies

M) a <, A
(I) feaqge A = fgeaandgfea

And in this case we write @ <, A. Having defined all these notions the set of
all submodules of an R-module M is denoted by subm M. Likewise subb A
denotes the set of all R-sub-semialgebras, aideal A denotes the set of all
algebra-ideals of a semi-algebra A. And finally the set of all R-subalgebras
of an R-algebra A id denoted by suba A. Formally we define

submM = {PC M|P <, M}
subbA = {PC A|P <, A}
subad = {PC A|P <, A}
aideal A := {a C A|P <, A}
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(3.8) Remark:

o If P <,, M is asubmodule (of the R-module M, where (R,+,) is
an arbitary ring), then P <, M already is a subgroup of (M, +), too.
That is 0 € P and for any x, y € P we get —x € P and z +y € P.
Thereby —x € P follows from (3) by regarding a := —1, as in this case
we get —x = (—1)ox € P.

e Likewise if A is an R-algebra (over an arbitary ring (R, +,-)), then
we only need to check properties (1), (2), (4) and (5), as (3) already
follows from (4). Given f € R and a € A we get af = (aly) o f € P.

e Let A be an R-semi-algebra over the ring (R, +, -), then any sub-semi-
algebra of A already is a a sub-semi-ring of A, formally

PSbA:>P§SA

PROB properties (1), (2) and (4) of sub-semi-algebras and sub-semi-
rings coincide. It only remains to check property (3) of sub-semi-rings:
consider any f € P, then —f = (—1)f € P by (3) of sub-semi-algebras.

e Let A be an R-semi-algebra over the ring (R, +, -), then @ is an algebra
ideal of A iff it is an ideal and R-sub-semialgebra of A, formally

609, A <= a<,Aand a < A

PROB the implication <= is clear: (M) of algebra-ideals is identical
to (M) of sub-semi-algebras and (I) of algebra ideals just combines (4)
and (5) of ideals. Concersely we first check property (4) of sub-semi-
algebras: if f, g € 0, then in particular g € A and hence fg € @ by (4)
of algebra-ideals. Now properties (1) and (2) of ideals are contained
in (M) of algebra ideals ((4) and (5) are (I) again). Thus it only
remains to check property (3) of ideals. But if f € @ then, as before
—f = (=1)f € a by property (3) of algebra-ideals.

e If A even is an R-algebra over the ring (R,-+,-), then there is no
difference between ideals and algebra-ideals of A, formally

0<, A <— a< A4

PROB we have already seen @ <, A — 0 <; A above. Further
we have already argued that it only remains to check property (3) of
algebra-ideals: thus consider any a € R and f € @, then al € A (where
1 € A, as A is an R-algebra) and hence af = (al)f € @ by (I).
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(3.9) Proposition: (viz. 251)

Fix any ring (R, +,-) and for the moment being let x appreviate any one of
the words R-module, R-semi-algebra, R-algebra and let M be a x. Further
consider an arbitary family (where i € I # ()) P, C M of sub-*s of M.
Then the intersection of the P; is a sub-x again

ﬂB C M is asub-x
el
Likewise let A be an R-semi-algebra and let 0; <, A be an arbitary (that

is 1 € I # () again) family of R-algebra-ideals of A, then the intersection of
the 0; is an R-algebra-ideal of A again

ﬂai <, A is an R-algebra-ideal
el

(3.10) Definition:

Fix any ring (R, +, -) again, let x appreviate any one of the words R-module,
R-semi-algebra, R-algebra again and let M be a x. If now X C M is an
arbitary subset then we define the x generated by X to be the intersection
of all sub-xs containing X

(X)m = ({PSM[XCP <y M}
(X = [{PCSM|XCP <, M}
(X)a == ({PCSM|XCP<, M}

NOTA in case there is any doubt concerning the module X is contained in,
(e.g. X € M C N)weemphasise the R-module M used in this construction
by writing (X C M)y or (X )m <m M or even M(X )y,. Let us finally
define the linear hull 1h(X) resp. lhr(X) of X to be the following subset
of M. If X =0, then we let 1h(()) := {0} and if X # () then

1<neN, a; €R, xiGX}
=1
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(3.11) Proposition: (viz. 253)
Fix any ring (R, +, -) and consider an R-module M containing the non-empty
subset () # X C M. Then the submodule generated by X is precisely the
linear hull of X in M, formally

(X)m = { Zaz‘xi

1<néeN, a; € R, xieX}
i=1

And if A is an R-semi-algebra, () # X C A, then we can also describe the
R-sub-semi-algebra generated by X explictly. Namely we get

n

m
<X>b = Zainm- 1<m,n €N, a; € R, :L’Z'J‘GX
i=1  j=1

Finally if A is an R-algebra, then the sub-algebra generated by X becomes

<X>a = <XU{1}>b

(3.12) Remark:
Let (R,+,-) be any ring and M an R-module. Further consider any R-
submodules Pi,..., P, <u M of M, then we define the sum of these

P+--+P, = {m+- -+, |z, € P}

And in the light of the above proposition (3.11) this is just the R-submodule
of M generated by the P;,i.e. Pi+---+ P, = (PiU---UP,; )y <m M. Thus
if we are given an arbitary collection of R-submodules P; <;, M, where
i € I is any index set, then we generalize the finite case directly by defining
the sum of the P; to be

b = (JP)m
i€l el

Thus by definition the sum is an R-submodule of M again. And by (3.11)
it consists of finile sums of elements 1 + -+ + x, where zp € Py, for
some i(k) € I. Thus if we denote the collection of finite subsets of I by
T:={Q C I|#Q < oo} then we obtain the explicit description

sr - {3n

Vel GPZ}
el i€Q
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3.2 First Concepts

In this section we will introduce three seperate concepts, that are all of fun-
damental importance. First we will introduce quotient modules - we has
already studied quotient rings in (1.40), now we will generalize this concept
to modules. Secondly we will turn our attention to torsion and annihilation.
This is an important concept when it comes to analyzing the structure of a
module, but will not occur in linear algebra. And thirdly we will introduce
direct sums and products - the major tool for composing and decomposing
modules over a common base ring.

(3.13) Definition: (viz. 258)
Let (R, +,-) be an arbitary ring, consider an R-module M an R-submodule
P <., M of M, then P induces an equivalence relation on M, by

T~y &= y—x€P

where x, y € M. The equivalency classes under this relation are called
cosets of P and for any «x € M this is given to be

t+P = [z] = {a+p|peP}
Finally we denote the quotient set of M modulo P (meaning the relation ~)
Mip = M/ = {a+PlaeM)
And thereby M /P can be turned into an R-module (M /P, +,¢) again under

(z+P)+(y+P) = (x+y) +P
ao(z+P) = (ax)+ P
Thereby (M/P,+, ) is also called the quotient module or residue mod-
ule of M modulo P. Now consider an R-semi-algebra A and an R-algebra-

ideal @ <, A. Then A/a (in the sense above) not only is an R-module, but
even becomes an R-semi-algebra (A/a,+,-,¢), under the multiplication

(f+a)g+a) = (fg)+a

Thereby (A/a,+,-,¢) is also called the quotient algebra or residue al-
gebra of A modulo 0. And if A even is an R-algebra, then (A/0,+,-,0) is
an R-algebra again, its unit element being given to be 1 + Q.
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(3.14) Proposition: (viz. 261) Correspondence Theorem
Let (R, +, ) be an arbitary ring, M be an R-module and L <,, M be any
R-submodule of M. Then we obtain the following correspondence

(i)

(i)

(iii)

(iv)

Consider some R-submodule P <,, M such that L C P, then we
obtain an R-submodule P/L of the quotient module M /L by virtue of

Py = {p+LlpeP} <u M/p
and thereby for any element « € M we obtain the following equivalency

e+Lel/, — zecpP

Now the R-submodules of M/L correspond to the R-submodules of
M containing L and this correspondence can be explictly given to be

sume/L — {Pe€submM|L C P}
U — {zeM|z+LecU}

Consider an arbitary family P; <,, M (where i € I) of R-submodules
of M such that for any i € I we get L C PF;. Then the intersection
commutes with taking to quotients, that is we obtain

N(F) = By

i€l

As in (iii) consider any P; <,, M where i € I and L C P;, then the
summation also commutes with taking to quotients, that is

Z(B/L> = QP

el

More generally consider any family of sumbodules P; <., M (where
i € I) such that L C ). P;, then we obtain the following identity

S (BHlyy) = Gerlyp

el

Finally for any subset X C M let us denote X/L:={x+ L |z € X}
that is X/L C M/L, then we obtain the following identity

K/ = Kty
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(3.15) Definition:
Let (R,+,-) be any ring and M be an R-module. Further consider an

element x € M and an arbitary subset X C M, then we introduce

(i) We define the annihilator of x resp. of X to be the following subsets

ANNg(z) = {a€R|ar=0}
ANNR(X) = {a€R|VzeX:ax=0}
= () ANNg(2)

reX

It is easy to see that any annihilator ANNg(z) is a left-ideal in R, thus
we denote the set of all left-ideals of R occuring as annihilators by

annihil M := {ANNg(z) |0#2x € M}

(ii) For X C {0} welet zDg (X) := {0} and if there is some z € X with
x # 0 then we define the set of zero-divisors of X to be

ZDR(X) = {a€R|3FI0#zeX :ax=0}
= U ANNR(7)
0#xeX

(iii) The complement of the zero-divisors is called the set of non-zero-
divisors of X, written as NzDg(X) := R\ zDg (X). And if there is

some x € X with x # 0 then this is given to be

NZDR(X) = {ac€R|VO#z e X:ax#0}

(iv) We thereby define the torsion submodule of M to be the collection
of elements of M that have an non-trivial annihilator, formally that is
{reM|30#acR:ax=0}

TORM :=
{x € M | ANNg(z) #0}

Now M is said to be a torsion module iff TORM = M and M is
said to be faithful or torsion free iff TORM = {0 }.
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(3.16) Proposition: (viz. 263)
Let (R,+,-) be any ring, M be an R-module and X C M be an arbitary
subset of M. Then we obtain the following statements

(i) The annihilator of an arbitary set X is a left-ideal of R, the aniihilator
of an R-module M even is an ideal of R, formally that is

ANNR(X) <m R
ANNR(M) < R

(ii) (<) Let x € M be any element of the R-module M and recall that the
R-submodule of M generated by { « } is giventobe Rx = {ax |a € R }.
Then we obtain the following isomorphy of R-modules

2

R/ANNR(CC) =, Rz : b+ ANNg(z) — bz

(iii) Let R # 0 be a non-zero integral domain, then the torsion submodule
TOR M truly is an R-submodule of M, formally that is
TORM <, M

and the quotient module of M modulo TOR M is torsion-free, formally
TOR (M/TORM> = {0}

(iv) If R # 0 is not the zero-ring, then the follwoing statements are equiv-
alent (recall that in this case M was said to be torsion free)

(a) TORM ={0}
(b) zpr (M) C {0}
(c) Vae R,Vxe M wegetar=0 = a=0o0rz=0

(v) Suppose R is a commutative ring, then the annihilator of X equals the
annihilator of the R-submodule generated by X, formally that is

ANNR(X) = ANNR(<X>H1>

Consequently if {x;|i €1} C M is a set of generators of the R-
module M =1h{x; | i € I} then the annihilator of M is given to be

ANNg(M) = mANNR(xi)
iel
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(vi) Let (S,4+,-) be a skew-field and M be an S-module, if now x € M is
any element of M, then the annihilator of x is given to be

S ifz=0
ANNS(T) =\ 0 a0

In particular M is torsion free and if x # 0 then S =, Sz :a+— ax.
(vii) Let (R,+, ) be a commutarive ring, then maximal, proper annihilator

ideals of (the R-module) M are prime ideals of R, formally that is

(annihilM\{R}y C specR

(3.17) Proposition: (viz. 264) Modular Rule
Let (R, +,-) be an arbitary ring, M be an R module and P, Q and U <,, M
be R-submodules of M such that P C ). Then we obtain

(QNU)+P = Qn(P+U)

PNU=QNU, P+U=Q+U = P=Q

(3.18) Definition: (viz. 272)

e Let (R,+,-) be any ring, I # () be an arbitary index set and for any
i € I let M; (more explictly (M;,+,¢)) be an R-module. Then we
regard the Carthesian product of the M;

M = H M;
i€l

This can be turned into another R-module - called the (exterior) di-
rect product of the M; - by installing the following (pointwise) alge-
braic operatons (where z = (x;), y = (y;) € M and i runs in i € I)

+: MxM—->M : (z,y)— (z;+y)
o: RxM—M : (a,z) (ax;)

Note that x; + y; is the addition of vectors in M; and ax; is the scalar
multiplication in M; and hence these operations are well-defined. It is
easy to see that M thereby inherits the properties of an R-module.
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e We have just introduced the direct product M of the M; as an R-
module. Let us now define a certain R-submodule of M, called the
(exterior) direct sum of the M;. To do this let us first denote the
support of x = (x;) € M to be supp(x) :={ie€l|z; A0 M;} C I,
i.e. the set of indices 7 with non-vanishing z;. Then we let

Py = {erM,-

i€l el

#supp(z) < 0o }

That is €@, M; consists of all the x = (z;) € [[, M; that contain finitely
many non-zero coefficients x; # 0 only. In particular the direct sum
coincides with the direct product if and only if [ is finite

i€l i€l

And @, M; becomes an R-module again under the same algerbaic
operations that we have introduced for the direct product [ [, M;. For-
mally that is: the direct sum is an R-submodule of the direct product

@Mi <m HMz

iel icl

e (&) Let now N be another R-module and for any i € I consider an R-
module homomorphism ¢; : M; — N. Then we obtain a well-defined
R-module-homomorphism from the direct sum to N by virtue of

@g@i : @Mi%N s () Hngl(x,)
i€l i€l i€l

This is well-defined, as only finitely many z; € M; are non-zero (as
(z;) is contained in the direct sum of the M;) and hence the sum only
contains finitely many non-zero summands. And the properties of an
R-module-homomorphism are trivially inherited from the ¢;.

e Now consider any R-module M and for any ¢ € I an R-submodule
P; <, M. And for any j € I let us denote by P; the R-submodule
generated by all P; except Pj, formally that is

Pp=>P = ( P
i#] ie\{j}

Then M is said to be the (inner) direct sum of the P; iff the P;
satisfy one of the following two equivalent statements concerning M:
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(a) The P; build up M but for any index j € I the intersection of P;
and its complement P; is trivial, formally that is

M=)"P, and Vjel:PNP=0
i€l
(b) Any z € M has a uniquely determined representation as a (finite)
sum of elements of the P;, formally that is

VxeMEI!(:ci)e@Pi:x:in

i€l el

And in case that M is the inner direct sum ot the P, we will write
(beware the similarity to the exterior direct sum above)

M = Pr

i€l

e Let M be any R-module and P <,, M and R-submodule again. Then
P is said to be complemented or a direct summand of M, iff there

is anothAer submodule P of M , Asuch that M is the inner direct sum of
P and P. Formally that is: 3P <, M such that

(1) M=P+P
(2) PNP=0

(3.19) Remark: (viz. 273)

Recall that in Carthesian products (and the direct product has been defined
as such) for any j € I there is a canonical projection m; of the product [ [, M;
onto M;. Thereby the projection 7; is defined, to be

Ty HMl — M; : (z) —
i€l
But in contrast to arbitary Carthesisan products we also find (for any j € I)
a canonical embedding ¢j into the direct sum (and product), by letting

Ly : Mj - @Mz S ((51'7]'37]')
i€l
where ; jx; := x; for i = j and 0; jz; := 0 € M; for ¢ # j. Then it is clear
that mj.; = 1 is the identity on M; and in particular 7; is surjective and
tj is injective. Further these maps are tightly interwoven with the structure
of the direct product and sum respectively. To be precise, consider any
x = (x;) € [[; M; then we get



On the other hand for any = (z;) € €, M; we obtain another identity
(note that the sum thereby is well-defined, as only finitely many x; are
non-zero, such that in truth the sum is a finite only)

x = Z ti(x;)
i€l
(¢) By definition of the operations on the direct product/sum it is also clear
that both projection and embedding are homomorphisms of R-modules.

(3.20) Example:

Consider any ring (R, +,-), the R-module M := R? and the submodules
P, :=R(1,0) = {(a,0) |a€ R} and P, := R(0,1) = {(0,b) | b€ R}. Then
clearly M is the inner direct sum of P; and P»

M = PoehP

To check wether M can be decomposed as a direct sum of some P; it does
not suffice to verify, that the intersection of the P; is pairwise trivial. In
the example above let Py := R(1,1) = {(a,a) | a € R}. Then it is clear
that M = P+ P+ Psand PN P; =0forany i #j € 1...3, but M is
not the inner direct sum of P;, P, and P3. In fact z = (1,1) € M has a
non-unique representation as = (1,0)+(0,1) € Pi+ P and z = (1,1) € Ps.

(3.21) Remark:

There is a reason why we didn’t bother to strictly seperate exterior and
inner direct products. The reason simply is: there is not much of a dif-
ference, any inner direct product already is an exterior direct product (up
to isomorphy) and any exterior direct product can be reformulated as an
interior direct product. We will give a precise formulation of this fact in
the proposition below. Thus the distinction between inner and exterior is a
purely set-theoretic one, it doesn’t affect the algebra. This is why we do not
bother that our formalism doesn’t really distinguish between the interior
and exterior direct sums - the difference is no structural one. (In general
group theory there will be a difference).

(3.22) Proposition: (viz. 274)

(i) (&) Let (R,+,-) be any ring, M be an R-module and P; <,, M be
an arbitary (i € I) collection of R-submodules of M. If now M is the
inner direct sum M = @, P; of the P;, then M is already isomorphic
(as an R-module) to the exterior direct sum of the P; under

PBr =M ()=

iel el
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(ii) Let (R,+,-) be any ring and M; an arbitary (i € I) collection of R-
modules. Now let P; := ¢;(M;) <. €D; M;, then the exterior direct
sum of the M; is just the interior direct sum of the P; put formally

Dwi - O~

i€l i€l

(3.23) Proposition: (viz. 274) ()

Let (R, +,-) be an arbitary ring and let I and J be arbitary index sets. For
any ¢ € I resp. j € J let M; and N; be R-modules. Then we obtain the
following isomorphy of R-modules

mhom EBMZ-,HN]- . H mhom (M;, N;)
i€l jeJ (4,5)eIxJ

We can even give the above isomorphism explictly: let us denote the direct
sum of the M; by M := @, M; and the direct product of the N; by N :=
Hj N;. Further denote the canonical embedding ¢; : M; — M and the
canonical projection 7; : N — N;. Then the isomorphy explictly reads as

mhom(M,N) =, H mhom(M;, Nj)
(4,7)EIxJ

2 — (Wj(pﬂi>

<@som> ()

iel

Let us explain this comact notation a bit: for any (I x J)-tupel of homomor-
phisms ¢; ; : M; — N; the corresponding homomorphism ¢ := (D, ¢; ;) is
explictly given to be the following: ¢ : M — N : (z;) — (3, i j(zi)).

(3.24) Remark:

Suppose we even have (g; ;) € [[; @; mhom(M;, N;), that is for any i € I
the set {j € J|¢;; #0} is finite. Then the induced map ¢ even lies in
(D, ¥i,;) € mhom(D, M;, P; N;). The converse need not be true however,
as an example regard I = 0, J = N, M = RPN and N; = R. As a
homomorphism ¢ we choose the identity ¢ = 1 : R®N — R®N_ Then ¢
induces the tuple 1 — (7;), which has no finite support.
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3.3 Free Modules

The primary task of any algebraic theory is to classify the objects involved.
The same is true for module theory: what types of modules do exist? Sur-
prisingly the answer will strongly depend on the module’s base ring. A first
complete answer can be given in the case that the base ring is a skew-field
S, then all modules over S are of the form S® for some index set I. (We
will later also find complete answers in case the base ring is a PID or DKD.
But this is how far the theory carries).

In order to achieve this result we will have to define the notion of a
basis of a module. Modules with basis will be said to be free. And free
modules are all of the form R®!, where R is the base ring and I is the
(cardinality of) the basis. This is the easy part, it remains to show that
any module over a skew-field has a basis. It is customary to approach this
problem directly. However we will try a more abstract approach: first we
will introduce the general notion of a dependence relation. Then we will
prove that any dependence relation admits a basis and lastly we will prove
that linear dependence (over a skew-field) is a dependence relation.

This approach features two advantages: first it neatly seperates set-
theoretic and algebraic concepts, which yields a beautiful clarity and pin-
points precisely where the skew-field is involved. And secondly we will be
able to put this theory to good use when it comes to algebraic dependence
and transcendence bases. So let us begin with some preparational set-theory:
dependence relations.

(3.25) Definition:

Let M be an arbitary set, in the following we will regard relations - of the
following form + C P(M) x M. And for any such relation, elements x € M
and subsets S, T" C M we will use the following notations

Stz <= (S,z)ekr

Stz <= -(Ska)
() = {zeM|Skuzx}
sb(M) = {(5)]SC M}

THS = SC(T)
— VeeS:Trx

Now F is said to be a dependence relation on M, iff it is of the form
FC P(M) x M and for any elements z € M and subsets S, T' C M it
satisfies the follwoing four properties:

(D1) any element = of S already depends on S, formally this can be put as

reS = Stz
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(D2) if x depends on S and S depends on T, then z already depends on T'

TS, Sk = Trx

(D3) if x depends on S, then it already depends on a finite subset S, of S

St = 35, C S : #S,<ocoand S, Fx

(D4) if  depends on S but not on S\ { s} (for some s € S), then we can
interchange the dependencies of z and s, formally again

Ska, seS, S\ {sthez = ((S\{s})u{m})l—s

And in case that F is a dependence realtion on M we further introduce the
following notions: a subset S C M is said to be independent (or more
precisely Findependent), iff it satisfies

VseS : S\{s}ts

Clearly S is said to be dependent (or more precisely dependent), iff it is
not independent (that is S\ { s} F s for some s € §). And a subset B C M
is said to be a basis (or more precisely a basis) iff it is independent and
generates M. Formally B is a basis, iff it satisfies

(B1) B is independent

(B2) (B) = M
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(3.26) Lemma: (viz. 280)
Let M be an arbitary set, S, T C M be arbitary subsets and - be a
dependence relation on M. Then we obtain all of the following statements

(i) The generation of subsets under - preserves the inclusion of sets, i.e.

SCT = (S)C(T)

(ii) Recall that we denoted sub(M) to be the set of all (T") for some subset
T C M. Then for any subset S C M we obtain the identities

((5)) = () = [{{Pesub(M)|S C P}

(iii) For any subset S C M the following three statements are equivalent

(a) S is Fdependent
(b) VI' C M : S CT = T is dependent
(¢) 38y C S such that #Sy < 0o and Sy is Fdependent

(iv) For any subset ' C M the following three statements are equivalent
(a) T is Findependent

(by VS C M :SCT = Sistindependent
(c) VIo C T we get #Ty < oo = Ty is Findependent

(v) For any S C M and x € M the following statements are equivalent
(a) SU{x} is Findependent and x ¢ S
(b) S is Findependent and S t/ z

(vi) Let S; € M be a chain (where ¢ € I of Fidependent subsets of M,
then the union of the S; is Findependent again. Formally that is

Viel : S; is Findependent }

Vijel : S CSjors C 5 == USi is Findependent

el
(vii) Let S € M be an Findependent subset and ' C M be a generating
subset M = (T"). If now S C T, then there is some B C X such that

(1) S € B C T and
(2) B is a kbasis of M

(viii) Let B € M be a Fbasis of X, b € B and x € M be arbitary. Then
we denote by B’ := (B\ {b})U{x} the set B with b replaced by z.
If now B’ - b, then B’ is a Fbasis of M, as well.
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(ix) A subset B C M is a Fbasis of M if and only if it is a minimal
Fgenerating subset of M. And this again is equivalent to being a
maximal Findependent subset. Formally that is the equivalency of

(a) B is a kFbasis of M
(b) B generates M (that is M = (B)) and for any S C M we obtain

SCB = M#(S)
(¢) B is Findependent and for any S C M we obtain the implication

B C S = S isnot Findependent

(x) All Fbases of M have the same number of elements, formally that is

A,B C M tbasesof M = |A|=|B|

(xi) If S € M is Findependent and B C M is an Fbasis of M, then S

contains no more elements than B, that is |S| < |B|.

(xii) Consider a Findependent subset S C M and a Fbasis B C M of
M. Further assume that #B < oo is finite, then the following two
statements are equivalent

(a) [S| =B
(b) S is an Fbasis of M

NoTA that in the proof of this lemma we did not always require all the prop-
erties of a dependence relation. Namely (i), (ii), (iii), (iv), the implication
(a) = (b) in (v), (vi) and the equivalence (a) <= (b) in (ix) require
the relation I to satisfy properties (D1), (D2) and (D3) only.

(3.27) Remark:

In item (vi) we may chose S = (), as this always is Findependent respectively
T = M, as always M = (M ). These special choices yield the so called basis
selection respectively basis completion theorems (the converse implications
follow immediately from (i) and (ii) repsectively). And as these are used
frequently let us append them here. Thus suppose M is an arbitary set and
- is a dependence relation on M again. Then we get

e Basis Selection Theorem: a subset T C M contains a Fbasis of M if
and only if it generates M, that is equivalent are

(a) (T) =M
(b) 3B C T : B is akbasis of M
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e Basis Completion Theorem: a subset S C M can be extended to a
Fbasis of M if and only if S is Findependent, that is equivalent are

(a) S is Findependent
(b) 3B C M : S C B and B is a Fbasis of M

(3.28) Definition:
Let (R,+,-) be an arbitary ring an M be R-module. Further consider an
arbitary subset X C M. Then we introduce the following notions

(i) A subset X C M is said to generate M as an R-module (or simply
to R-generate M), iff the R-module generated by X is M. Formally
that is iff (where we also recalled proposition (3.11))

M = <X>m = {Zazwz

=1

1<neN, a; € R, :UZ-EX}

Now X is said to ba a minimal R-generating set, iff X R-generates
M but any proper subset of X does not R-generate M, formally iff

VIWCM : WCX = WntM

(ii) We thereby define the rank - denoted by rank(M) - to be the minimal
cardinality of an R-generating subset X of M. Formally that is

rank(M) = min{|X||X C M, (X)m=M}

NoTA that this is well defined, as the cardinal numbers are well-
oredered. That is any non-empty set of cardinal numbers has a min-
imal element. And the defining set above is non-empty, as M C M
and M = (M ). In particular we have rank(M) < |M].

(iii) M is said to be finitely generated, iff it is R-generated by some finite
subset X C M. That is iff it satisfies one of the equivalent conditions

(a) rank(M) < oo
(b) 3X C M : #X < oo and M = (X )

(iv) Let us now introduce a relation of the form F C P(M) x M called
the relation of R-linear dependence. For any subset X C M and
any element x € M let us define

dneN,dzq,...,2, € X,daq,...,a, € R

X+
x such that z = a1x1 + -+ + apzn

NoTA that we allowed n = 0 in this definition. And by convention the

empty sum is set to be 0. Thus we get X I 0 for any subset X C M.
In fact we even get ) - x <= 2 =0 for any x € M.
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(v)

(vii)

A subset X C M is said to be R-linearly dependent iff for any
1<neN,anyz,...,x, € X and any aq,...,a, € R we get

“ e :0
T Gn b= a=-=a,=0
Vi,jel..n:xj=2; = i=]
If this is not the case (i.e. there are some ay,...,a, € R\ {0} and
pairwise distinct z1,...,z, € X such that ajx1 + -+ + apx, = 0),

then X is said to be R-linearly dependent. Finally X is said to be
a maximal R-linearly independent set, iff X is R-linearly dependent,
but any proper superset of X is R-linearly dependent. Formally

VY CM : X CY = Y is R-linearly dependent

A subset B C M is said to be a R-basis of M, iff it is R-linearly
independent (that is (iv)) and R-generates M (that is (i)). And M is
said to be free, iff it has a basis. That is

M free <— dB C M : Bis a R-basis
Finally an ordered tupel (z;) € M (where i € I) is said to be an
ordered R-basis of M, iff it satisfies the following two properties

(1) {x;|iel}isa R-basis of M
(2) Vi,jGI DTy =Xy = 1=7

(3.29) Example:

e A very special case in the above definitions is the zero-module {0 }.

It is a free module, as ) € {0} is an R-basis. And thereby for an
arbitary R-module M we obtain

rank(M) =0 <= M ={0}

PROB trivially () is R-linearly independent and ) also generates {0 },
as { 0} is the one and only submodule of { 0 }. Together () is an R-basis
of { 0} and in particular rank { 0 } = 0. Conversely if rankM = 0, then
by definition M = (), = {0}.

Consider an integral domain (R, +, ) and an R-submodule (that is an
ideal) @ <, R. Then @ is a free R-module, if and only if it is principal

Ofree < dacR : a=aR
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PRrOB first suppose @ = aR is principal. If a = 0, then @ = 0, which
is a free R-module, with basis . And if a # 0, then {a} is an R-
basis of @. It generates @, as ({a})m = aR = @ and it is R-linearly
independent, as ba = 0 = b =0 (as a # 0 and R is an integral
domain). Conversely suppose @ is free, with basis B C a. If B = (),
then @ = (), = 0, which is principal @ = 0 = R0. And if we had
#B > 2, then we could choose some b1, bo € B. But this would yield
babi + (—b1)b2 = 0 (as R is commutative) and hence B would not be
R-linearly independent. Thus it only remains #B = 1, say B = {a }
and hence 0@ = (B ), = aR is principal.

The standard example of a free module is the following: let (R, +,)
be an arbitary ring and I # () be any non-empty set. Then we let

R = @R = {(m)eR' | #{icl|x;#0} <o}

il

Recall that this is an R-module under the component-wise operations
(i) + (yi) == (x; +v;) and a(z;) := (ax;) - where a, a; and y; € R.
For any j € I let us now denote the j-th Euclidean vector

e; = (52',]') S R®!

That is the i-th component of e; is 1 if and only if i = j and 0 otherwise.
Then R®! is a free R-module having the Euclidean basis

E = {eljel}

PROB we have to prove that E is an R-linearly independent set, that
also R-generates R®!. Thus suppose we are given any = = (z;) € R,
Let us denote 2 := {i€I|z; #0}, then Q is finite, by definition
of R®1. And hence we get © = Y ,.q®i¢; € (E)m. Therefore E
generates R®! as an R-module. For the R-linear independence we
have ZiEQ a;e; = 0 for sume finite subset €2 C I and some a; € R.
We now compare the coefficients of 0 and ), ., a;e;. Hereby for any
i € Q the i-th coefficient of 0 € R®! is 0 € R. And the i-th coefficient
of Zieﬂ a;e; is a;. That is a; = 0 for any ¢ €  and this means that F
is R-linearly independent.
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(3.30) Proposition: (viz. 284)

Let (R,+,-) be an arbitary ring and M be an R-module. Let us denote the
relation of R-linear dependence by F again (refer to (3.28.(iv)). Then the
following statements hold true

(i)

(i)

(iii)

(iv)

The relation - satisfies the properties (D1), (D2) and (D3) of a de-
pendence relation (refer to (3.25) for the explicit definitions).

If X C M is any subset and we denote (X ) :={yeM|XFy}
again, then we obtain the following identities

(X) = (X)m = Thg(X)

For any subset X C M the following three statements are equivalent

(a) X is Fdependent
(b) VY C M : X CY = Y is Fdependent
(¢) 3Xo C X such that #Xy < co and X is Fdependent

For any subset Y C M the following three statements are equivalent

(a) Y is Findependent
(b) VX C M : X CY = X is Findependent
(c) VYo C Y we get #Y) < co = Yj is Findependent

A subset B C M is a Fbasis of M if and only if it is a minimal
Fgenerating subset of M. Formally that is the equivalency of

(a) B is a kbasis of M

(b) M=(B)and S C B = M # (5)
A subset B C M is an R-basis of M if and only if any x € M has
a unique representation as an R-linear combination over B. Formally
that is the equivalency of

(a) B is an R-basis of M

(b) for any element x € M there is a uniquely determined tupel
(zp) € R®B such that = can be represented in the form

T = beb

NoTA that the sum occuring in (b) is well-defined, as only finitely
many of the z; are non-zero. Further note that in fact the existence of
such a representation is equivalent to M = (B ), and the uniqueness
of the representation is equivalent to the R-linear independence of B.
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(3.31) Proposition: (viz. 286)

Let (S,+,-) be a skew-field and M be an S-module. Let us denote the
relation of S-linear dependence by F again (refer to (3.28.(iv))). Then we
obtain the following statements in addition to (3.30)

(i) F is a dependence relation (in the sense of (3.25)), that even satisfies
the following property (for any X C M and any x, y € M)

reX, Xty y£0 — ((X\{zhU{y})ra
(ii) Let X C M be an arbitary subset, then the following two statements

are equivalent (for arbitary rings we only get (b) = (a))

(a) X is Findependent
(b) X is S-linearly independent

(iii) For any X C M and y € M the following statements are equivalent

(a) X U{y} is S-linearly independent and y ¢ X
(b) X is S-linearly independent and X t/ y

(iv) For any subset B C M all of the following statements are equivalent

(a) B is a tbasis of M
(b) B is an S-basis of M

(c) B is a minimal S-generating subset of M, that is B generates M
(i.e. M =1lhg(B)) and for any X C M we obtain

X CB = M #lhg(X)

(d) B is a maximal S-linearly independent subset, that is B is S-
linearly independent and for any X C M we obtain

B C X = X is not S-linearly independent

(e) for any element x € M there is a uniquely determined tupel
(xp) € S®P such that = can be represented in the form

r = ZIL‘bb

beB
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(v) Let X C M be a S-linearly independent subset and ¥ C M be a
generating subset M = lhg(Y). If now X C Y, then there is some
B C M such that

(1) X € BCY and
(2) B is an S-basis of M

(vi) All S-bases of M have the same number of elements, formally that is

A,B C M S-basesof M — |A|=|B|

Thus by (v) M has an S-basis (it is a free module) and by (vi) all S-bases
of M share the same cardinality. Hence we may define the dimension of
M over S to be the cardinality of any S-basis of M. That is we let

dimg(M) := |B| where B is an S-base of M
(vii) A set of S-linearly elements contains at most dimg (M) many elements

X C M S-linearly independent = |X| < dimg(M)

(viii) Suppose M is finite-dimensional (i.e. dimg(M) < oo) and consider
an S-linearly independent subset X C M. Then the following two
statements are equivalent

(a) [X] = dimg(M)
(b) X is an S-basis of M
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3.4 Homomorphisms

def: homomorphisms, lem: isomorphism theorems, (short) exact sequences,
split exact

(3.32) Lemma: (viz. 77)
Let (R, +,-) be a commutative ring then the following statements are true

(i) If R # 0 is non-zero and 1 < m,n € IN are numbers then R™ is
isomorphic (as an R-module) to R™ iff m and n are equal

R"=2, R" < m=n

(i) Let a,b <; R be two ideals in R, if now R/a and R/b are isomorphic
as R-algebras, then @ and b are isomorphic as R-modules

Bo= Ty = a=ub

(3.33) Remark:

e The statement of (i) need not be true for non-commutative rings R.
As an example fix any ring R, number £ € IN and let S := end(()R¥)
be the ring of R-module endomorphisms of R*. Then for any m,n € IN
we get S =, S™ as an S-module.

e A ring R with the property of (i) is also called to have IBN (invariant
basis number). Thus (i) may be expressed as commutative rings have
IBN. Of course there is a multitude of non-commutative rings that
have IBN as well. An important example is: if ¢ : R — S is a
ring-epimorphism and S has IBN then R has IBN, as well. For more
comments on this, please refer to the first chapter of [Lam].

e Likewise the converse of (ii) is false in general - e.g. regard S := R][s, t].
If we now define the ideals @ := ¢S and b := stS then a and b clearly
are isomorphic as R-modules, but we find

%o = Rl
S/ . R[s| @ (R[]

1
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3.5 Rank of Modules
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3.6 Length of Modules
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3.7 Localisation of Modules
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Chapter 4

Linear Algebra

4.1 Matices
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4.2 Elementary Matrices
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4.3 Linear Equations
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4.4 Determinants
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4.5 Rank of Matrices
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4.6 Canonical Forms
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Chapter 5

Structure Theorems
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5.1 Asociated Primes

Skripten von Dimitrios und Benjamin

Matsumura Kapitel 6 (in Teil 2)

Bourbaki (commutative algebra) IV.1, IV.2

Eisenbud 3.1, 32., 3.3, Aufgaben 3.1, 3.2, 3.3

Dummit, Foote: Kapitel 15.1: Aufgaben 29, 30, 31, 32, 33, 34 und 35
Kapitel 15.4: Aufgaben 30, 31, 32, 33, 34, 35, 36, 37, 38, 39 und 40 Kapitel
15.5: Aufgaben 25, 26, 28, 29 (bemerke assg C ass(@) geht viel einfacher
direkt). und 30
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5.2 Primary Decomposition
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5.3 The Theorem of Prufer
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Chapter 6

Polynomial Rings

6.1 Monomial Orders

We have already introduced the polynomial ring R[t] in one variable (over
a commutative ring R) as an example in section 1.3. And we have also
used this concept in the chapter on linear algebra (e.g. the characteristic
polynomial of a linear mapping). In this chapter we will now introduce a
powerful generalisation of this ring - the polynomial ring (also called group
ring) R[A]. Thereby R is a commutative ring once more and A will be
any commutative monoid. On the other hand polynomial rings are natural
examples of graded algebras. So it may be advantegeous to first study graded
algebras as a general concept. This will be done in the subsequent section.

There are a multitude of special cases of this concept which we will
regard in this chapter, as well. The most important special case will be the
polynomial ring R[t1,...,t,] in (finitely many) variables. The polynomials
f € R[t1,...,t,] are the working horses of ring theory, as they describe all
the compositions (of additions and multiplications) that can be performed in
aring. This makes the study of the polynomial ring a task of vast importance
and likewise gives the theory its punch.

The polynomial ring RJt] is included into this general theory as the
polynomial ring R[A] where A is chosen to be the the natural numbers
A = IN. Yet the algabraic structure of IN is not the sole important property
for R[t]. The natural order < on IN is of no lesser importance. Therefore we
will first study moniods A that carry an adequate order, as well.

So first recall the definitition of a linear order (also called total order). If
you are not familiar with this notion take a look at the introduction (section
0.2) or (re)read the beginning of section 2.1 for even more comments. So let
uns now introduce the basic concepts of ordered monoids:
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(6.1) Definition:
Let (A,4) be a commutative monoid and denote its neutral element by 0.
Then we introduce the following notions concerning A

e A is said to be integral iff for any «, 3,7 € A we get the implication

at+y = p+y = a=p

e Further we A is said to be solution-finite iff for any fixed v € A the
equation a + 3 = « has finitely many solutions only, formally that is

Vye A : #{(a,ﬁ)€A2|a+ﬁ:7} < 0

(6.2) Definition:

(i) The triple (A, +, <) is said to be a positively ordered monoid, iff
it satisfies both of the following two properties

(1) (A,+) is a commutative monoid (with neutral element 0)

(2) <isa positive, linear order on A. That is < is a linear order such
that for any elements a, o’ and 8 € A we get the implication

/

a<d = a+p<d+p

(ii) The triple (A4,+,<) is said to be a strictly positively ordered
monoid, iff it satisfies both of the following two properties

(1) (A,+) is a commutative monoid (with neutral element 0)

(2) < is a strictly positive, linear order on A. That is < is a linear
order such that for any elements a,a’ and 3 € A we get

/

a<d = a+pB8<d+8

Note that thereby we used the convention a < b <= a < band a # b.
Thus it is clear that a strictly positively ordered monoid already is a
positively ordered monoid (if & = o/, then a + 3 = o/ 4 (3 is clear).

(iii) Finally (A, +, <) is said to be an monomially ordered monoid and
< is said to be a monomial order on (A, +) iff we get

(1) (A,+, <) is a positively ordered monoid

(2)

< is a well-ordering on A, that is iff any nonempty subset M of
A has a minimal element, formally this can be written as

VO#AM C A Jpu, € M such that V€ M we get e <
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(6.3) Remark: B
If now (A, +, <) is a positively ordered monoid, we extend A to A by formally
picking up a new element —oo (i.e. we introduce a new symbol to A)

A = AUu{-0}

We then extend the composition + and order < of A to A defining the
following operations and relations for any o € A

(-o0) # «a

(—0) < «
(—0)+a = —x
a+(—o0) = —o0

NoOTA clearly (A, +) thereby is a commutative monoid again and if < has
been a positive or monomial order on A then the extended order on A is a
positive resp. monimial order again.

(6.4) Example:

The standard example of a monoid that we will use later is IN" under the
pointwise addition as the composition. However we will already discuss a
slight generalisation of this monoid here. Let I # () be any nonempty index
set and let us define the set

N = {aeN |#{icl|a;#0} <00}

If I is finite, say I = 1...n, then it is clear, that N®(-7) = N We now
turn this set into a commutative monoid by defining the composition + to
be the pointwise addition, i.e. for any o = (o;) and § = (5;) we let

() +(Bi) == (v + )

And it is clear that this composition turns IN®/ into a commutative monoid,
that is integral and solution-finite (for any v € IN®! the set of solutions
(o, B) of a + 8 =y is determined given to be { (a,y — «) | a; < ~; }, which
is finite, as v € N®!). For any i € I we now define

0 : I —=IN : j—0;;

where 6; ; denotes the Kronecker symbol (e.g. refer to the notation and
symbol list). From the construction it is clear, that any a = (a;) € N®! is
a (uniquely determined) finite sum of these d; since
(i) = Z ; 0;
el
This sum in truth is finite as only finitely many coefficients «; are non-zero

and we can omit those 7 € I with «; = 0 from the sum. This enables us to
introduce some notation here that will be put to good use later on.
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Let us first define the absolute value and norm of a = (a;) € IN®/
la] = Z Q;
il
o] = max{a;|i€l}
For a fixed weight w € IN we introduce the weighted sum of a (note

that this is well-defined, as a € IN®/ only has finitely many non-zero
entries and hence the sum is finite only)

laly = Zwiai
el

Another oftenly useful notation (for any o € IN®/ and any k € IN with
|||< k) are the faculty and binomial coefficients

al = Hai!

(o) = ()

And if * = (z;) € R! is an n-tupel of elements of a commutative
ring (R, +,-) we finally introduce the notations (note that these are
well-defined again, as o € IN®! has only finitely many o; # 0)

ar = E a; Tg

el

= Ha:f”

el

(6.5) Proposition: (viz. 242)

(i)

(i)

Let A # () be a non-empty set and < C A x A be a linear order
on A. Then any finite, non-empty subset ) # M C A has uniquely
determined minimal and a maximal elements. ILe. for any ) # M C A
with #M < oo we get

HpeeM :VpeM : p<p

ANpeM :VpeM : p<uy”

Let A # () be a non-empty set and < C A x A be a well-ordering on A.
Then any non-empty subset () # M C A has a uniquely determined
minimal element. Le. for any ) # M C A we get

HpeM VYupeM:pu <p
NoTA we will refer to these minimal and maximal elements of M by

writing min M := p, and max M := u* respectively.
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(iii) Let (A, +) be a commutative monoid and let < C A x A be a linear
order on A. Then the following three statements are equivalent
(a) A is integral and < is a positive order on A
(b) (A, +,<) is a strictly positively ordered monoid
(c) forany o, B,y € Aweget a < ff <= a+y<fB+7y
(iv) Let (A, +, <) be a positively ordered monoid, such that (A, +) is in-

tegral. Let further M, N C A be any two subsets and pu, € M re-
specitvely v, € N be minimal elements of M and N, i.e.

YueM : pu <p and VveN : v, <v
Then for any elements 1 € M and v € N we obtain the implication

p+v =t +ve = pu=p and v = v,

(6.6) Example: (viz. 243)

Let now (I, <) be a well-ordered set (i.e. I # () is a non-empty set and < is a
linear well-orderering on 1) and fix any weight w € IN?. Then we introduce
two different linear orders on the commutative monoid (IN®/, +). Of these
the w-graded lexicographic order will be the standard order we will employ
in later sections. Thus consider a = (a;) and 3 = (3;) € IN®! and define

e Lexicographic Order

a<iexff == (a=p)or ()
(¥) := Jk el suchthat ap <f; and Vi<k : oy =0;

It will be proved below, that the lexicographic order <y is positive,
i.e. the triple (IN®/, 4, <)) is a positively ordered monoid. In the
case of I = 1...n we will see that <jox even is a well-ordering, i.e. the
triple (IN", 4, <jex) is @& monomially ordered monoid.

e w-Graded Lexicographic Order

a <, B = (‘a‘w < |ﬂ’w) or (’a‘w = |/3’w and o [lex B)

Analogously to the above the w-graded lexicographic order <, is posi-
tive, i.e. the triple (IN®/, 4, <) is a positively ordered monoid. And in
the case I = 1...n it even is a well-ordering, i.e. the triple (IN", 4, <,,)
is a monomially ordered monoid once more.
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(6.7) Remark: (H)

We wish to append two further linear orders on (IN®Z, +). However we will
not require these any further and hence abstain from proving any details
about them. The interested reader is asked to refer to [Cox, Little, O’Shaea;
Using Algebraic Geometry; ???] for more comments on these.

e Reverse Graded Lexicographic Order
a < f = (a=p)or (laf <[f])or (Ja| = 6] and (2))
(2) = Jk el suchthat ap >0, and Vi<k : a; =[;

Just like <, the reverse graded lexicographic order <, is positive and
in the case of I = 1...n it even is a well-ordering again.

e Bayer-Stillman Order
For the fourt order we will require I = 1...n already. Then we fix
any m € 1...n and obtain another monomial order on IN"

a <psm) B == (3) or ((4) and a <g 3)

B) = o+ Fap<Bi+-+0n
(4) = a1+ Fan=0+ "+ 0mn
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6.2

Graded Algebras

(6.8) Definition:

Let (D, +) be a commutative monoid and (R, +,-) be a commutative ring.
Then the ordered pair (A, deg) is said to be a D-graded R-(semi)algebra,
iff it satisfies all of the following properties

(1)
(2)

3)

A is a commutative R-(semi)algebra

deg : hom(A) — D is a function from some subset hom(A) C A to
D, where we require 0 ¢ hom(A). Thereby an element h € A is said
to be homogeneous, iff h € hom(A) U {0 }.

for any d € D let us denote Ay := deg™'(d) U{0} C A. Then we
require that Ay <;, A is an R-submodule of A. And we assume that
A has a decomposition as an inner direct sum of submodules

A:@Ad

deD

given any two ¢, d € D we require that the product gh of homogeneous
elements g of degree ¢ and h of degree d is a homogeneous element of
degree c+d. That is letting A, Ag:= {gh| g € Ac,h € Ay} we assume

AcAd - Ac+d

(6.9) Remark:

e By property (2) Ay is a submodule of A, that is the sum g + h of two

homogeneous elements of degree d again is a homogeneous element of
degree d. And likewise the scalar multiple ah is a homogeneous element
of degree d as well. Thus for any g, h € hom(A) with deg(g) = deg(h)
and any a € R such that ag + h # 0 we get

deg(ag +h) = deg(g) = deg(h)

Property (4) asserts that the product of homogeneous elements is ho-
mogeneous again, in particular hom(A) U {0} is closed under multi-
plication. And thereby the degree even is additive, that is for any two
homogeneous elements g, h € hom(A) we get

gh#0 = deg(gh) = deg(g) + deg(h)
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e According to (3) any element f € A has a unique decomposition in
terms of homogeneous elements. To be precise, given any f € A, there
is a uniquely determined sequence of elements (fg) (where d € D) such
that fg € Ay (that is f; = 0 or deg(fy) = d) theset {de D | f4 #0}

is finite and
f=> 1t

deD

Thereby f; is called the homogeneous component of degree d of f.
And writing f =), f4 we will oftenly speak of the decomposition of
f into homogeneous components.

e [t is insatisfactory to always distinguish the cases h = 0 when consid-
ering a homogeneous element h € hom(A) U0 C A. Hence we will
add a symbol —oo to D as outlined in (6.3). Then the degree can be
extended canonically to all homogeneous elements

deg(h) ifh#0

deg : hom(A4) U{0} - DU{~o0} : hH{ —00  ifh=0

If A is an integral domain this this turns "deg” into a homorphism of
semigroups, from hom(A)U{0} (under the multiplication of A) to D.
That is for any g, h € hom(A) U {0} we now get

deg(gh) = deg(g) + deg(h)

e In the literature it is customary to call the decomposition A = @, Aq
itself a D-graded R-algebra, supposed A.Ay C A.14. But this clearly
is equivalent to the definition we gave here. Just let

hom(4) = [ J 44\ {0}

deD

Then we obtain a well-defined function deg : hom(A) — D by letting
deg(h) := d where d € D is (uniquely) determined by h € A;. And
thereby it is clear that (A, deg) becomes a D-graded R-algebra, with
deg™!(d) = Ag\ {0} again.

(6.10) Example:

If (R,+, ) is any commutative ring and (D, +) is any commutative monoid
(with neutral element 0). Then there is a trivial construction turning R into
a D-graded R-algebra. Just let hom(R) := R\ 0 and define the degree by
deg : hom(R) — D : h+— 0. That is Ry = R, whereas Ry = 0 for any d # 0.
Thus examples of graded algebras abound, but of course this construction
won’t produce any new insight.
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(6.11) Remark:
Given some commutative ring (A, +, ) (and a commutative monoid (D, +))
there are two canonical ways how to regard A as an R-algebra

(1) We could fix R := A, in this case the submodules A; <, A occuring
in property (3) would be ideals A; <; A. So this would yield the quite
peculiar property AcAg C AcrqgNAg={0} (if c+d # d).

(2) Secondly we could fix R := Z, in this case the submodules A <, A
occuring in property (3) would only have to be subgroups 44 <, A.
Thus there no longer is a reference to the algebra structure of A. Hence
we will also speak of a D-graded ring in this case.

(6.12) Example: Rees Algebra ()

Let (R,+,-) be a commutative ring and @ <; R be an ideal of R. Note
that for any n € IN the quotient a"/a"*! becomes an R/@-module under the
following, well-defined scalar multiplication (a + @)(f +a"*1) ;= af +a"+L.
Let us now take to the exterior direct sum of these R/0-modules

R(a) = @an/an—i-l
nelN

Then R(() can be turned into an R/@-algebra (the so called Rees algebra of
R in @), by defining the following multiplication

(fn+an+1)(gn+an+1) — Z figj+an+1
i+j=n
Let us denote R(@), := 0"/a""! where we consider R(a), as a subset

R(a), € R(a) canonically (asin (3.19)). Further we define the homogeneous
elements of R(a) to be hom(R(a)) :=J,, R(0), \ {0}. Then (R(a),deg) be-
comes an IN-graded R/0-algebra under the graduation

deg : hom(R(®)) = N : f, +0"" =n

(6.13) Definition:

Let (D,4+) be a commutative monoid, (R, +,-) be a commutative ring and
(A,deg) be a D-graded R-algebra. Then a subset @ C A is said to be a
graded ideal of (A,deg), iff @ <; A is an ideal and @ is decomposed as an
inner direct sum of R-submodules

o = Paniy

deD
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Now suppose (E,+) is another commutative monoid and (B deg) is an E-
graded R-algebra. Then the ordered pair (@, €) is said to be a homorphism
of graded algebras from (A4, deg) to (B, deg) (or shortly a graded homor-
phism) iff it satisfies

(1) ¢ : A — B is a homorphism of R-algebras
(2) € : D — E is a homorphism of monoids

(3) Vh € hom(A) we get deg(p(h)) = e(deg(h))

(6.14) Remark:

o If (A deg) is a D-graded R-algebra and 0 <; A is a graded ideal
of (A, deg), then (P, deg) clearly becomes a D-graded R-semi-algebra
under the graduation inherited from (A, deg)

hom(a) := hom(A4)Na
deg := deg ‘hom(d)
e If both (A < deg) and (B, deg) are D-graded R-algebras, then a ho-

morphism ¢ : A — B of R-algebras is said to be graded iff (p, 1) is a
homorphism of graded algebras, that is iff for any h € hom(A) we get

deg(p(h)) = deg(h)

(6.15) Proposition: (viz. 276)

Let (D, +) be a commutative monoid (with neutral element 0), (R, +,-) be a
commutative ring and (A, deg) be a D-graded R-algebra. Then the following
statements are true

(i) If D is an integral monoid, then 1 € Ay

(ii) If (B,deg) is another D-graded R-algebra and ¢ : A — B is a graded
homorphism, then the kernel of ¢ is a graded ideal in A

kn(p) = @kn(p)nAg
deD

(iii) If @ <; A is a graded ideal of (A, deg), then the quotient A/@ becomed
a D-graded R-algebra again under the induced graduation

hom(A/a) = {h+a|h€hom(A)\a}

where deg(h + @) := deg(h). And thereby the set of homogeneous
elements of degree d € D is precisely given to be the following

(A/a>d _ Artoy
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(6.16) Definition:

Let (R, +, ) be a commutative ring, (D, +, <) be a positively ordered monoid
and (A,deg) be a D-graded R-algebra. If now f € A with f # 0 has the
homogeneous decomposition f =", f4 (where fq € Ay) then we define

deg(f) = max{deD| fi#0}
ord(f) = min{de D | fs#0}
Note that this is well-defined, as only finitely many f; are non-zero and <
is a linear order on D. Thus we have defined two funtions on A
deg : A\{0}—D
ord : A\{0}—D

(6.17) Proposition: (viz. 278)
Let (R, +, ) be a commutative ring, (D, +, <) be a positively ordered monoid
and (A,deg) be a D-graded R-algebra. Then we obtain

(i) The newly introduced function deg : A\ {0} — D is an extension of
the degree original function deg : hom(A) — D. Formally that is

he Ay, h#£0 = deg(h)=d

(ii) It is clear that the order and degree of some homogeneous element
h € hom(A) will agree. But even the converse is true, that is for any
non-zero element f € \ {0} we get the equivalency

f €hom(A) <= ord(f) = deg(f)

(iii) For any elements f, g € A such that fg # 0 we obtain the estimates

ord(f) < deg(f)
deg(fg) deg(f) + deg(g)

<
ord(fg) > ord(f)+ ord(g)

(iv) And if (D, +, <) is a strictly positively ordered monoid and A is an
integral domain, then for any f, g € A\ {0} we even get the equalities

deg(fg) = deg(f)+ deg(g)
ord(fg) = ord(f)+ ord(g)

(v) Thus if (D,+,<) is a strictly positively ordered monoid and A # 0
is a non-zero integral domain again, then the invertible elements of A
already are homogeneous

A* C hom(A)
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6.3 Defining Polynomials
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6.4 The Standard Cases
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6.5 Roots of Polynomials
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6.6 Derivation of Polynomials
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6.7 Algebraic Properties
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6.8 Grobner Bases
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6.9 Algorithms
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Chapter 7

Polynomials in One Variable
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7.1 Interpolation
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7.2 Irreducibility Tests
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7.3 Symmetric Polynomials
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7.4 The Resultant
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7.5 The Discriminant
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7.6 Polynomials of Low Degree
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7.7 Polynomials of High Degree
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7.8 Fundamental Theorem of Algebra
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Chapter 8

Group Theory

groups, group actions, permutations, sylow theorems, p-q theorem, ordered
groups, representation theory
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Chapter 9

Multilinear Algebra

9.1 Multilinear Maps
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9.2 Duality Theory
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9.3 Tensor Product of Modules
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9.4 Tensor Product of Algebras
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9.5 Tensor Product of Maps
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9.6 Differentials

Matsumura - commutative ring theory - chapter 9
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Chapter 10

Categorial Algebra

10.1 Sets and Classes

App: Cantor’s definition of sets, App: Russel’s antinomy, Rem: formal-
isation - the language L, Def: axiomatisation of set theory (ZFC) and
consequences (the foundation axiom, the axiom of choice), Lem: AC <=
Zorn <= well ordering theorem, Def: Peano’s axioms, App: construction
of IN, Def: axioms of the arithmetic, Def: construction Z, @ and R, App:
Heuristical definition of classes (2-nd level sets), Exp: the universe of sets,
Rem: formalisation - the language L .55, Def: axioms of classes (NBG)
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10.2 Categories and Functors

definition of categories,(full) subcategories, small categories, ordinary cate-
gories, monomorphisms, epimorphisms, isomorphisms, definition of functors
Rem: covariant, contravariant via opposite category, composition of func-
tors, isofunctors, representable functors, Yoneda’s lemma, natural equiva-
lence, equivalence of categories
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10.3 Examples

categories: Set, Top, Ring, Dom, Mod(R), Loc, Cg, C*®, Bun(e), oppo-
site category, functor categroy, functors: /0, U~ ‘e, hom, spec
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10.4 Products

definition of (co)products, examples: x, @, ®, fibered product, injective
and projective objects, definition of (co)limits
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10.5 Abelian Categories

additive categories and their properties, additive functors, examples, kernel,
cokernel and their properties, examples, canonical decomposition of mor-
phisms, definition of abelian categories, left /right-exactness, examples: /@,
U~le, hom
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10.6 Homology

chain (co)complexes, (co)homology modules, (co)homology morphisms, ex-
amples
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Chapter 11

Ring Extensions

basics, transfer of ideals, integral extensions, dimension theory, [Eb, exercise
9.6] gibt Beispiel fiir co-dimensionalen noetherschen Ring
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Chapter 12

Galois Theory
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Chapter 13

Graded Rings

graduations, homogeneous ideals, Hilbert-Samuel polynomial, filtrations,
completions
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Chapter 14

Valuations

siehe Bourbaki (commutative algebra) VI, mein Skriptum
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Part 11

The Proofs



Chapter 15

Proofs - Fundamentals

In this chapter we will finally present the proofs of all the statements (propo-
sitions, lemmas, theorems and corollaries) that have been given in the pre-
vious part. Note that the order of proofs is different from the order in which
we gave the statements, though we have tried to stick to the order of the
statements as tightly as possible. So we begin with proving the statements
in section 1.1. In this section however we have promised to fill in a gap first:
we still have to present a formal notion of applying brackets to a product:

Formal Bracketing ()

If we multiply (or sum up) several elements z1,...,z, € G of a groupoid
(G,0) we've got (n — 1) possibilities, with which two elements we start -
even if we keep their ordering. And we have to keep choosing until we
finally got one element of G. In this light it is quite clear, what we mean
by saying ”any way of applying parentheses to the product of the x; results
in the same element”. It just says, that the result actually doesn’t depend
on our choices. However - as we do math - we wish to give a formal way of
putting this. To do this first define a couple mappings for 2 < n € IN and
ke2...(n—2)

by = G" — Gl (2., 1) = (120, T3,...,Tp)
bing) G" — G" 1 o (2, ) = (T, TR T, X))
bnn-1) + G" — Gl (2, ) = (21, N2, Ty 1T)

Now we can determine the sequel of choosing the parentheses simply by
selecting an (n — 1)-tupel & in the following set

D, = {k=(ki,....kn—1)|ki€l...(n—d)foriel...(n—1)}
For fixed k € D, the bracketing (by k) now simply is the following mapping

Bk = b(Q,k’n—l) O---0 b(n,kzl) : Gn — G

236



Proof of 1.2 (associativity): (<)

We now wish to prove the fact that in a groupoid (G,o) the product of
the elements x1,...,z, is independent of the order in which we applied
parentheses to it. Formally this can now be put as: for any k € D,, we get

Bi(z1,...,2n) = x1Z2...%p

We will prove this statement by induction on the number n of elements
multiplied. In the cases n = 1 and n = 2 there only is one possibility how to
apply parentheses and hence the statement is trivial. The case n = 3 there
are two possibilities, which are equal due to the associativity law (A) of
(G, 0). Thus we assume n > 3 and regard two ways of applying parentheses
k,l € D,, writing them in terms of the last multiplication used

a = Bp(zi,...,zn) = Bp(z1,...,2)Bp(Tit1,...,2n)
b = Bi(x1,...,xpn) = Bg(x1,...,25)Be(zjs1,...,Tn)

where ¢ := ky, j := l; and p = (ka,...,kn-1), ¢ := (lo,...,ln—1). We
may assume ¢ < j and if ¢ = j we are already done because of the induc-
tion hypothesis. Thus we have ¢ < j and by the induction hypothesis the
parentheses may be rearranged to

a = <($1~--$i)((xz‘+1-~-33j)(97j+1~~-%>>)
b= (@i a) ) (o am)

Now the associativity law again implies a = b and as k and [ were arbitary
this implies @ = x1x2 . ..z, for any bracketing k chosen.
O

Proof of (1.5):
e Let (G,0) be any group, then ee = e = ee and hence e = e~! by

definition of the inverse element. Likewise if y = ™! then zy = e = yx

and hence x = y~!. Then we prove (zy) ! =y 127! by

sy = (i) = (o)

(y ' (xy) = y”(%”(@)) = y’l((w’lx)y)



Next we will prove (z¥)~! = (=¥ by induction on & > 0. If k =0
then the claim is satisfied, as e! = e. Now we conduct the induction
step, using what we have just proved:

()7 = ) ) ) - ()

Now assume that xy = yxr do commute. Then it is easy to see that

vyt =y tr7t = (29)7! do commute as well, just compute

1 1 1

y a7t = ()Tt = (o)t = 2yt

And by induction on k > 0 it also is clear, that zFy = yz*. Now

we will prove (zy)* = xFy* by induction on k. In the case k = 0

everything is clear (zy)? = e = ee = 2%". Now compute

()" = (=) (o) = (*0) (o)
Lk (yk(yx)> — ok (ykﬂm)
— gk (xykﬂ) s
And for negative k we regard —k where k& > 0, then we easily compute
()" = (@) = ()
- ) -

Note: in the last step of the above we have used (z~1)* = 27%. But
we still have to prove this equality: as for any x € G we find that

rr~! = e = z7 'z do commute we also obtain 7% = (zF)7! = (z=1)¥
for any k£ > 0, just compute
k k
xRk = (:c*l) z* = <x71x> = =e

k k
brF = :):k<x_1) = <:r:1:_1> = = ¢

This also allows us to prove (zF)! = 2* for any k, | € Z. We will
distinguish four cases - to do this assume k, [ > 0 then

l
(mk) = 2Fe% . 2P (1 - times) = zM

kl
l,—l) — (kD) (k)

VS
RI
-
N——
Il
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—~
S
L
~—
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N——
Il
—~ /N

x—l)k)l ORI C)



e It remains to prove zFz! = 2zt for any k, | € Z. As above we

will distinguish four cases, that is we regard k, [ > 0. In this case
kgt k41 is clear by definition. Further we can compute

hrt =«
k ! -+l
a kgt = ($_1> (1‘_1> = (:c_1> = g~ k) — L(=R)+(=D
For the remaining two cases we first show 12! = 2!~!. In case [ > 0
this is immediatley clear. And in case [ < 0 we regard —! with [ >0

el = 27! (m_1>l = <x_1>l+1 — D) (=D-1

We are now able to prove z %zl = £(=%)+! by induction on k. The
case k = 0 is clear, for the induction step we compute

oDl — (g yep =1l = (=Yg lgl = phgl=l = p=(eDH

The fourth case finally is 2%z ~! = zF7(=0_ but as 2* and 2! commute
(use inductions on k and ) this readily follows the above.

d

Proof of (1.6):

The first statement that needs to be verified is that a subgroup P <; G
truly invekes an equivalence relation x ~ y <= y 'z € P. This relation
clearly is reflexive: x ~ x due to z7'2 = e € P. And it also is transitive
because if x ~ y and y ~ z then y 'z € P and 2~ 'y € P. Thereby 2z 'z =
2 Hyy Hz = (27 1y)(y~'z) € P too, which again means x ~ z. Finally it
is symmetric as well: if 2 ~ y then y ' € P and hence 27 'y = (y'2) € P
too, which is y ~ z. Next we wish to prove that truly [z] = 2P

2] = {yeGly~z} = {yeGlaly=peP}
= {yeG|3peP:y=ap} = {ap|peP} = 2P

So it only remains to prove the theorem of Lagrange. To do this we fix a
system IP of representants of G/P. That is we fix a subset P C G such that
P «— G/P : q+> ¢qP (which is possible due to the axiom of choice). Then
we obtain a bijection by letting

G «— (G/P) xP:z— <.CCP, ¢ 'z where 2P = qP)

This map is well defined: as P € G/P there is a uniquely determined g € P
such that ¢P = 2P. And for this we get ¢ ~ 2 which means ¢~ '2 € P. And
it is injective: if zP = yP = qP then ¢~ 'z = ¢~y yields x = y (by multipli-
cation with ¢). Finally it also is surjective: given (¢P, p) we let x := gp € ¢P
and thereby obtain ¢ ~ 2 and hence (zP,q 'x) = (¢P, p).

O
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Proof of 1.2 (commutativity): ()

We want to prove the fact, that in a commutative groupoid, the order of
elements in a product can be rearranged arbitarily. That is given a commu-
tative grupoid (G, o), elements z1, ..., z, € G and a permutation o € S, we
have T,(1)Zg(2) - - - To(n) = T122 ... ZTn. This is a consequence of some basic
propositions of group theory. Yet as we do not pursue group theory in this
text, we would like to sketch these methods here:

e Let us define the set S := {ak | k€ ]N} C S,. It can be easily
proved (by induction on n) that #5,, = n!, in particular S is a finite
set. Thus there have to be i # j € IN such that o’ = ¢/. Without loss
of generality we may assume i < j, then this implies /=% = 1. And
thereby we may define

d == min{l1<heN|o"=1}

NoTa for those who are familiar with group theory: S is the subgroup
of S, generated by ¢ and d is the order of o, that is d = #5.

o It is clear that 07! = 0% 1 € S, as 00¢ ! = 0% = 1 and likewise

0% 1o = 1. Therefore we obtain an equivalence relation on the set
1...n by letting

a~b = 3JkeN:o¥a)=0

The reflexivity is clear, by choosing k¥ = 0 and if ¢*(a) = b then
a=(")"1b) = (67 k() = @ D(b). And as k(d — 1) € N this is
the symmetry of this relation. The transitivity finally follows from: if
b= c¥(b) and ¢ = o!(b) then ¢ = d*c'(a) = o¥*!(a). By construction
it is clear, that the equivalence class of a € 1...n is given to be

Sa = [a] = {Uk(a)|k‘E]N}

NoTa for those who are familiar with group theory: we have an action
of the group S on 1...n by ga := o(a). And the equivalence class Sa
is just the orbit of a under S.

e As Sa C 1...n we see that Sa is a finite set d(a) := #Sa. Thereby
{a,0(a),... ,Ud(a)_l(a)} C Sa is as subset with d(a) elements and
hence these sets even are equal. In particular we find %% (a) = a.

e We now choose a representing system A C 1...nof1...n/ ~, thatis
we choose A in such a way that there is a one-to-one correspondence
A +«—— (1...n/ ~) : a — Sa. And for any a € A we define the
following permutation

o(x) ifzeSa

Cazl...n<—>1...n:xr—>{ - it 2 ¢ Sa
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If a # b € S then SanNSb = () are disjoint and hence we get (¢, = (¢,
do commute. And thereby it is easy to see, that o is given to be the
product (in Sy, i.e. under composition of mappongs as an operation)

U:HCQ

acA

For any a, b € 1...n let us now denote the transposition of a and b

a ifx=0
(@b) : 1...n+—1l...n:axz—q b ifz=a

x ifzg{ab}

It is clear that (a @) = 1 and (a b) = (b a). Thus we may assume
a < b without loss of generality. In this case one immediatley verifies

(ab) = (bb—1)(b—-1b—-2)...(a+1a)

Again it is easy to see, that the cycle ¢, = (a o(a)... e*?~1(a)) can
be expressed as the following product of transpositions

(o = (a Ud(a)_l(a)) (a ad(a)_Q(a)) (a U(CL))

Altogether o can be expressed as a product of cycles, which can be
expressed as a product of transpositions, which can be expressed as a
product of adjacent transpositions. That is ¢ = 71 ...7. where 7, =
(a; a; + 1) is an adjacent transposition. By the commutativity rule of
G adjacent permutations do not change the product of the elements
and hence we finally obtain the claim

Hxa = Hwﬂ'r(a)
a=1
= Hx’rrflﬂ-(a)
a=1

= inductively

= H Lry..mr_17r(a)
a=1
= H Lo(a)

=1

Q
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Proof of (6.5):

(i)

(i)

(iii)

Recall the definition of the minimum and mazimum of any two ele-
ments «, 3 € A (this is truly well-defined, since < is a linear order)

. a ifa<lp . 8 ifa<a
aNp _{ﬁ it <a aVp .—{ﬂ if3<a

In the case that M = {1} contains one element only, we clearly get
the minimal and maximal elements p, = u = p*. If now M is given
to be M = { p1,..., 1, } where n > 2 then we regard

e = (oo (pr Ap).o ) A pp
o= (o Vo). ) Vo,

Then py and p* are minimal, resp. maximal elements of M, which can
be seen by induction on n: if n = 2 then p, is minimal by construction.
Thus for n > 3 we let H := {p1,...,pn—1} € M. By induction
hypothesis we have H, = {v, } for v* = ((u1 A p2)...) A pin—1. Now
let ps := Vs A pin then pye < v, < p; for i < n and py < pp by
construction. Hence we have p, < p; for any ¢ € 1...n, which means
W« € M. And the uniqueness is obvious by the anti-symmetry of <.
And this also proves the the claim for the maximal element p*, by
taking to the inverse order a > 3 <= ([ < a.

The existence of pu, is precisely the property of a well-ordering. The
uniqueness is immediate from the anti-symmetry of < again: suppose
p1 and po both are minimal elements of M, in particular p; < ps and
po < pi. Ant this implies p; = pg, as < is a (linear) order on A.

In the direction (a) = (b) we consider a < 3. By the positivity of
< this implies a+v < B +4~. If the equality a +~ = 8+ would hold
true then - as A is integral - we wolud find o« = § in contradiction to
the assumption o < 3. In the converse direction (b) = (a) we are
given a < 3. The positivity a +v < 8+ v (for any v € A) of < is
clear in this case. Now asume a + v = 3 + v then we need to show
a = (8 to see that A is integral. But as < is total we have a < § or
0 < «a, where we may assume « < 3 without loss of generality. If we
now had o # 3 then o < 8 and hence o + v < 8 + 7 in contradiction
to a4+~ = B+, which rests this case, too. Now (¢) = (b) is trivial
such that there only remains the direction (b) = (c). But this is
clear - assume a4y < [+ but a > 3, then by the positivity (a) we
would get the contradiction: o+~ > 5+ 7.

Assume p # py, then by the minimality of p, this would yield py < p
and hence (by property (b) in point (iv) above)

M+V - M*+V* < ,U/+1/>k
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Thus we see that v # v, and hence (by the minimality of v,) we get
v, < v again. Using (b) once more this yields a contradiction

pu+v < p+ve < p+v

Thus we have seen i = u, but in complete analogy we find that v # v,
leads to another contradiction and hence v = v,.

Proof of (6.6):

e In the following we will regard arbitary elements a = (a;), 8 = (i)
and v = (y;) € A:= IN®/, In a first step we will show that - assuming
(I,<) is a linearly ordered set - the lexicographic order is a positive
partial order on A. The reflexivity o <jex « is trivial, however, and
for the transitivity we are given a <jex 0 and 8 <jex v and need to
show a <jex 7. The case where two (or more) of o, 3 and ~ are equal
is trivial and hence the assumption reads as

Oék<,6k and Vi<k:ai:ﬁi
ﬂl<'yl and \V/i<l:ﬂi:’yi

for some k,l € I. We now let m := min{ k,[ } then it is easy to see,
that Vi <m : o; = B; = v and ay, < v, which establishes a <jey 7.
It remains to prove the anti-symmetry, i.e. we are given a <jox 4 and
0 <lex @ and need to show a = 3. Suppose we had « # § then again

ap < fBr and Vi<k : o =0
O <o and Vi<l : 8=

In the case k <[ this implies oy, < B = oy and in the case | < k we
get 0; < a; = G;. In both cases this is a contradiction. Hence <jey is
a partial order, but the positivety is easy. Assume o <jex (3, then we
need to show o+ v <jex B+ 7. If even a = 3, then there is nothing to
prove. Hence we may assume, that there is some k € I such that

ak<ﬂk and Vi<k : ai:ﬂi
But then a + v <jex 6 + 7 is clear, as from this we immeditately get

ok + v <Br+y and Vi<k :oi+v=0+7%
e In a second step we will show that - assuming (I, <) is a well-ordered

set - the lexicographic order truly is a positive linear order on A. By
the first step it only remains to verify that <. is total, i.e. we assume
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that 0 <jex « is untrue and need to show a <j.x 6. By assupmtion we
now have for any k €

O >ar or Ji<k : «a;# 5
It is clear that o # (3 and as (I, <) is well-ordered we may choose

k= min{lel|a#5}

Then Vi < k we get o; = (3; (as k was chosen minimally) and [ > o
(by assumption). Yet (B = ay is false by construction which only
leaves (B, > «y and hence establishes o <jex 3.

In the third step we assume that I is finite, i.e. [ = 1...n without loss
of generality. Note that I clearly is well-ordered under its standard
ordering and hence it only remains to prove the following assertion:
let ) # M C A be a non-empty subset, then there is some y € M
such that for any a € M we get u <jex @. To do this we define

1 = min{fag e Njae M}
po = min{as e N|ae M, a; =}
tn = min{a, eIN|a€e M, oy =p1,...,0Qn—1 = fin—1}

Hereby the set { a1 | « € M } is non-empty, since M # () was assumed
to be non-empty. And {as | @ € M, ;1 = p1 } is non-empty, as there
was some « € M with a; = pp and so forth. Hence p is well defined
and it is clear that p € M, as p = « for some o« € M. But the property
1 <lex ¢ is then clear from the construction.

Now we will proof, that - assuming (7, <) is a linearly ordered set -
the w-graded lexicographic order is a positive partial order as well. It
is clear that <,, inherits the porperty of being a partial order from
<lex SO it only remains to verify the positivity: let a <, 3, then we
distinguish two cases. In the case |a|, < |(|, we clearly get

la+7lw = lalw+ Ve < IBlo+lle = [B+7w

If on the other hand |a|,, = |5]. then by assumption a <jx 0 and as
we have seen already this implies oo+ 7 <jex S+ 7. Thus in both cases
we have found a +v <, B+ 7.

We now assume that (I, <) even is a well-ordered set and prove that
<, is a total order in this case. Hence we need to regard the case that
B <, a is untrue. Of course this implies |al, < |B], and in the case
laly < |Blw we are done already. Thus we may assume |af, = |5]w,
but in this case the assumption reads as: = § <jex @. As we have
seen above the lexicographic order is total and hence a <jex 6 which
conversely implies o <, [.
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e In the final step we assume that [ is finie, i.e. I = 1...7n and we need
to show that <, is a well-ordering. Thus let ) # M C A be a non-
empty subset again, then we have to verify that there is some u € M
such that for any a € M we get u <, . To do this we define

= min{|a|, |ae M}
p = min{a|ae M, |al,=m}

where the second minimum is taken under the lexicographic order. As
M is non-empty m is well-defined and as <j.x has been shown to be a
well-ordering p is well-defined, too. But p € M is trivial and p <, «
is clear from the construction.
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Chapter 16

Proofs - Rings and Modules

Proof of (1.21):

e The statement 0 = —0 is clear from 0 +0 = 0. And a0 = 0 follows
from a0 = a(0 + 0) = a0 + a0. Likewise we get Oa = 0. And from this

an easy computation shows (—a)b = —(ab), this computation reads
as ab+ (—a)b = (a + (—a))b = 0b = 0 (and a(—b) = —(ab) follows
analogously). Combining these two we find (—a)(—b) = ab, since

ab = —(=ab) = =((=a)b) = (—a)(-b).

e Next we will prove the general rule of distributivity: we start by show-
ing that (a1 +- -4 am)b = (a1b) + - - - + (amb) by induction on m. The
case m = 1 is clear and in the induction step we simply compute

(a1+---+am+am+1)b = ((al+"‘+am)+am+l)b

m+1

= <Z ai> b+ am+1b = ( alb> + ami1b = Z a;b
i=1 =1

=1

WE

Likewise it is clear, that a(by + - + b,) = (ab1) + --- + (ab,). And
combining these two equations we find the generale rule

j=1 \i=1

- 3 (o)
j=1 \i=1

= > D aib

i=1 j=1
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e Using induction on n we will now prove the generalisation of the gen-
eral law of distributivity. The case n = 1 is trivial (here J = J(1) so
there is nothing to prove). Thus consider the induction step by adding
J(0) to our list J(1),...,J(n) of index sets. Then clearly

1Y ati) = [ X a0 (1T X ati)

1=0 j;€J (i) Jo€J(0) i=1j;€J (i)

Hence we may use the induction hypothesis in the second term on the
right hand side and the general law of distributivity (note that we use
J=J(1) x---x J(n)) again) to obtain

H Z Z ]z = Z a(ovjo) ZHa’ivji

i=0 j;€J () jo€J(0) jeJi=1

= > > a(.jo) [Jat i)
i=1

Jjo€J(0) jeJ
To finish the induction step it suffices to note that the product of
a(0, jo) with [[i, a(i, j;) can be rewritten [[;",a(i,j;) (due to the
associativity of the multiplication). And the two sums over j(0) € J(0)

resp. over j € J can be composed to a single sum over (jo, j) € J(0)xJ.
Thas is we have obtained the claim

MY ey = 5 Tlati)

=0 j;€J (i) (Jo.j)€J(0)xJ 1=0

e Thus we have arrived at the binomial rule, which will be proved by
induction on n. In the case n = 0 we have (a+b)° =1=1-1 = a"°°,
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Thus we commence with the induction step
(a+0)"" = (a+b)"(a+b)
- ”) akb"_k) (a+b)
0
_ — (n k+13n—k “ (n k7 (n+1)—k
= Z<k>a b +Z<k>ab

n kp(n+1)—k ~ (n kp(n+1)—k
k_1>ab +Z<k>ab

k=0

_ (™), nt130 - n n k7 (n+1)—k Y\ 07n+1
(e 32 ()« (6 toese (6o

n+1\ gt L s (D ek, (P a0
O>ab —|—Zkab )

o

e [t remains to verify the polynomial rule, which will be done by induc-
tion on k. The case kK = 1 is clear again, and the case k = 2 is the
ordinary binomial rule. Thus consider the induction step

n
(a1+---+ak—|—ak+1)

n
= (ak—H + (a1 +"‘+ak))

SN SR N QU

ALyl
ak+1=0 |a|=n—ay+ k+

SID S R (S

Ay Xt q
()= ST )
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Proof of (1.26):

The equality of sets NZD R = R\ zD R is immediately clear from the
definition: the negation of the formula 3b € R : (b # 0) A (ab = 0) is
just Vbe R:ab=0 = b=0.

If a € NIL R then we choose k € IN minimal such that a* = 0. Suppose
k =0, then 0 = ¢’ = 1 which would mean that R = 0 has been the
zero-ring. Thus we have & > 1 and may hence define b := a*~1 # 0.
Then ab = a* = 0 and hence a € zD R, which proves NILR C zZD R.
And if ab = 0, then a € R*? would imply b = a~'0 = 0. Thus if
a € zD R then a ¢ R* which also proves zDR C R\ R*.

It is clear that 1 € NzD R, as 1b = b. Now suppose a and b € NZD R
and consider any ¢ € R. If (ab)c = 0 then (because of the associativity
a(bc) = 0 and as a € NzD R this implies bc = 0. As b € NzD R this
now implies ¢ = 0 which means ab € NzD R.

It is clear that 1 € R* - just choose b = 1. Now the associativity and
existence of a neutral element e = 1 is immediately inherited from
(the multiplication) of R. Thus consider a € R*, by definition there
is some b € R such that ab = 1 = ba. Hence we also have b € R* and
thereby b is the inverse element of a in R*.

7 <" first suppose 0 = 1 € R then we would have R = 0 and hence
R\ {0} = 0 and R* = R # (), in contradiction to the assumption
R* = R\ {0}. Thus we get 0 # 0. If now 0 # a € R then a € R* by
assumption and hence there is some b € R such that ab =1 = ba. But
this also is porperty (F) of skew-fields. ” = 7 if 0 # a € R then -
as R is a skew field - there is some b € R such that ab =1 = ba. But
this already is a € R* and hence R\ {0} C R*. Conversely consider
a € R*, that is ab = 1 = ba for some b € R. Suppose a = 0, then
1=ab=0-b=0 and hence 0 = 1, a contradiction. Thus a # 0 and
this also proves R* C R\ {0}.

Consider @ and b € NIL R such that ¥ = 0 and ' = 0. Then we will
prove a + b € NIL R by demonstrating (a + b)**! = 0, via

ket
(@b = 3 <k + l) g

7

1=0
K !
-y (k—"_l>aibl+(k—i) 3 <Z+{)ak+jbz—j
i—o \ ! j=1 T
B blzk: BADN iy o Lk iy
- v () (1)
=0 7j=1
= 04+0=0



And if ¢ € R is an arbitary element, then also (ca)* = cfa¥ = c*0 =0

such that ca € NILR. As a has been chosen arbitarily, this implies
R(NILR) C R and hence NIL R <; R is an ideal.

e Consider z and y € ANN (R, b). Then it is clear that (z+y)b = xb+yb =
040 =0 and hence x +y € ANN (R,b). And if a € R is arbitary then
(ax)b = a(bxr) = a0 = 0 such that ax € ANN(R,b). In particular
—x = (—1)x € ANN (R, b) and hence ANN (R, b) is a submodule of R.

e Let u € R* and a € R with a” = 0, then we can verify the formula
for the inverse of u + a in straightforward computation (see below).
And in particular we found u+a € R*. But as a has been an arbitary
nilpotent, this has truly been u 4+ NIL R C R*.

—_

(a+u)d (=1)FaFu=F1
k

3

=0
n—1 n—1
_ Z(_l)kak-‘rlu—(k—i-I)+Z(_1)kaku—k
k=0 k=0

I
NE

n—1
(_1)k71akufk Z(_l)kakunf(kfl)
1 k=0
D" "+ (-1)%% 70 = 1

I
—

Proof of (1.24):
We now prove of the equivalencies for integral rings: for (a) = (b’) we
are given a, b and ¢ € R with a # 0 and ba = ca. Then we get (¢ — b)a =0
which is ¢ — b € zD R. By assumption (a) this implies ¢ — b = 0 and hence
b = c¢. Now the implication (b’) == (c’) is trivial, just let ¢ = 1. And
for the final step (¢’) = (a) we consider 0 # b € R such that ab = 0.
Then (a + 1)b = ab+ b = b such that by assumption (¢’) we get a +1 =1
and hence a = 0. Thereby we have obtained zD R C {0} and the converse
inclusion is clear.
Next we consider (a) = (b), again we are given a, b and ¢ € R with
a # 0 and ab = ac. This yields a(c —b) =0 and as a # 0 we have a € ZD R
such that a € NzD R. Hence ¢ — b = 0 which is b = ¢. The implication (b)
= (c) is clear again, just let ¢ = 1. And for (c) = (a) we consider
0 # a € R such that ab = 0. Then a(b+1) = ab+a = a. By assumption (c)
this implies b +1 = 1 and hence b = 0. Therefore R\ {0} C NzD R which
is R\ {0} =nNzD R and hence zDR = {0 }.
O

250



Proof of (1.30):

e (x = semi-ring) as any P; is a sub-semiring we have 0 € P; and hence
0 € (); P again. Now consider a, b € [, P; that is a, b € P; for any
i € I. As any P; is a sub-semiring this implies that a + b, ab and
—a € P; (for any i € I). And thereby a + b, ab and —a € (), P; again.

e (x = ring) in complete analogy we have 1 € P; (for any i € I, as any
P; has been assumed to be a subring. Hence we also get 1 € ), D;.

o (x = (skew)field) consider 0 # a € (); P;. That is a € P; for any i € I
and as any P; is a subfield we get a~!' € P; such that a=! € N; Bi-

e (x = (left)ideal) consider any b € R and a € (), P; - that is a € P;
for any i € I. As P; is a left-ideal we find ba; € P; again and hence
ba € (), P;. In the case of ideals P; we analogously find ab € (), ;.

e Note that thereby the generation of * is well-defined - the set of all xs
containing X is nonempty, as R itself is a x (e.g. R is an ideal of R).
And by the lemma we have just proved, the intersection is a x again.

d

Proof of (3.9):

e First suppose M is an R-module and P; <,, M are R-submodules
and let P := ﬂlPZ C M. In particular we get 0 € P; for any ¢ € [
and hence 0 € P. And if we are given any z, y € P this means x,
y € P for any i € I. And as any P; <, M is an R-submodule this
implies x +y € P; which is  + y € P again, as ¢ has been arbitary.
Likewise consider any a € R, then ax; € P; again and hence ax € P.
Altogether P <., M is an R-submodule of M.

e Now suppose M is an R-semi-algebra and P, <;, A are R-sub-semi-
algebras and let P := ﬂlPZ C M again. In particular P, <,, M
and, as we have already seen, this implies P <,, M. Thus consider
any f, g € P thatis f, g € P, for any ¢ € I. As any P, is an R-sub-
semi-algebra we get fg € P; again and hence fg € P, as i has been
arbitary. Thus P is an R-sub-semi-algebra again.

e Next suppose M is an R-algebra with unit element 1, P; <, M are
R-subalgebras and let P := (] P; once more. Then we have just seen
that P <, M again. But as P; <, M we have 1 € P, again. And as
this is true for any ¢ € I this implies 1 € P, such that P <, M.

e Finally consider the R-semialgebra A and the R-algebra-ideals ; <, A
and let @ := (),;0; € A. As our first claim we have already shown
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0 <pn A, thus consider any f € 0 and any g € M. Then we have
f € a; for any ¢ € I and as this is an R-sub-semialgebra this implies
fgand gf € a; again. And as i is arbitary this finally is fg and gf € @
such that 0 <, A, again.

Proof of (1.33):

e Let us denote the set 0 := {) . a;z;} of which we claim 0 = (X )p,.
First of all it is clear that X C @, as x = 1z € @ for any z € X.
Further it is clear that @ <, R is a left-ideal of R: choose any
r€ X,then0=0-z€0,andifbe R, x = a1z1 + - + amTm and
y="biy1 + -+ bpy, € 0 then bz = (bay)x1 + -+ - + (bay)Tm € G and
r+y=a1x1+ -+ amTm+ b1y + - + by, € @. Thus by definition
of (X ) we get (X ) C 0. Now suppose b <., R is any left-ideal
of R containing X C B, Then for any a; € R and any z; € X C b we
get a;x; € b and hence Do airi € b, too. That is @ C b, and as b has
been arbitary this means @ C (X )y, by the definition of (X )p,.

e Denote the set P := {3, [[;zi;} of which we claim P = (X )s again.
Trivially we have X C P and further it is clear that P <; R is a
sub-semialgebra of R: choose any x € X, then 0 = 0-z € P, and if
a=> 11z and b=>37 T, yks, then —a =3 (—2i1) [[;507i5 €
Poa+b=73% 1125+, [1, ks € P and by general distributivity
also ab = >, > (I1; zi,; [ 1, yk1) € P. Thus by definition of (X )s we
get (X )s € P. Now suppose @ <g R is any sub-semi-ring of R.
Then for any and any z € X C @ we also get —x € @ and hence
+X C Q. Now consider any z;; € £X C @ then Hj x;j €  and
hence Hj z;; € Q. That is P C @, and as () has been arbitary, this
means P C (X )g, by definition of (X ).

e By construction P := (X U{1})s is a sub-semiring containing 1, in
other words a subring. And as X C P this implies (X ), € P. And
as any subring @ <, R contains 1 we get X C Q = X U{1l} C
Q = P C Q. This also proves (X ), C P, as () has been arbitary.

e Now suppose R is a field, and let P := {ab™' | a,b€ (X );,b#0}.
First of all 0 =0-1""and 1 =1-1"' € P. And if ab™! and cd™! € P,
then we get (ab™! + cd™! = (ad + be)(bd) ™! € P and (ab~!)(cd™?) =
(ab)(cd)~! € P. And if ab~! # 0 then we in particular have a # 0 and
hence (ab™!)™! = ba=! € P. Clearly X C P, as even X C (X ).
Altogether P is a field containing X and hence (X )¢ C P. And if
conversely @ C R is a field containing X, then (X ), C @. Thus is
a, b€ @Q with b# 0 then b~ € Q and hence ab™! € Q, as Q is a field.
But this proves P C @ and thus P C (X )y.
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Proof of (3.11):

e Let us denote the set P := {} . a;x;} of which we claim P = (X )p,.
First of all it is clear that X C P, as x = 1z € P for any =z € X.
Further it is clear that P <, M is a submodule of M: choose any
re€ X, then0=0¢z € P,andifa € R, x = a1z1 + -+ amTy and
y=Dbiyr + -+ bpyn € P then ax = (aay)r1 + -+ + (aam)xy, € P
and z +y = a121 + - + amTy + b1y1 + - + by, € P. Thus by
definition of (X ), we get (X ), C P. Now suppose Q <,, M is any
submodule of M containing X C (. Then for any a; € R and any
ri € X C Q we get a;x; € Q and hence ), a;x; € Q, too. That is
P C @, and as @ has been arbitary this means P C (X ), by the
definition of (X )y,.

e Denote the set P := {}_;a;[[;zi;} of which we claim P = (X )y,.
Again it is clear, that X C P,asz = 1o € P for any x € X. Further it
is clear that P <}, A is a sub-semialgebra of A: choose any x € X, then
0=0¢ozxeP,andifae R, = Ziainjwm and g = > . bk 1 ks,
then af =3 (aai) [[;xi; € P, f+g =23 ai[]; i+ bk [T yka €
P and by general distributivity fg =3, > (aib;)(I1; zi; [T, yk1) € P
Thus by definition of (X )1, we get (X )y, € P. Now suppose @ <y Ais
any sub-semi-algebra of A. Then for any a; € Randany z; ; € X C @
we get [[;2:; € Q, hence a; [[;%i; € Q and finally 3, a; [];2:; € Q.
That is P C @, and as @ has been arbitary, this means P C (X )y,
by definition of (X )p.

e By construction P := (X U{1})}, is a sub-semi-algeba containing 1,
in other words a subalgebra. And as X C P this implies (X ), C P.
And as any subalgebra Q <, A contains 1 we get the implications
X C@Q = XU{l} € @ = P C Q. This also proves
(X )a € P, as @ has been arbitary.

Proof of (1.34):

We first have to prove, that @ N, 4D and ab truly are ideals of R. In the
case of AN D this has already been done in (1.30). For @ + B it is clear that
0=0+0€a+b. andifa+band a’+V € a+0 then also (a+b)+ (a'+b') =
(a+a")+(b+b") € a+b and —(a+b) = (—a)+(—b) € a+b. Thus consider any
f € R, as @ and b are ideals we have fa, af € @ and fb, bf € b again. Hence
we get f(a+b) = (fa)+ (fb) and (a +b)f = (af) + (bf) € 6 +b. Likewise
0=0-0¢€ab Andif f = > ;aib; and g = Zj cjd; € ab then it is clear
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from the definition that f + g € ab. Further —f = Y",(—a;)b; € ab and for
any arbitary h € R we also get hf = > ;(ha;)b; and fh =, a;(b;h) € ab
by the same reasoning as for @ + b.

Thus it remains to prove the chain of inclusions b C anb C a C a+D.
Hereby @ C a + Db is clear by takingb=0ina+bca+0. Andanb C a
is true trivially. Thus it only remains to verify b € anb. That is we con-
sider f =", aib; € ab. Since a; € 0 and @ is an ideal we have a;b; € @ and
hence even f € @. Likewise we can verify f € b such that f € anb as claimed.

O

Proof of (1.35):

The associativity of N is clear (from the associativity of the locical and).
The associativity of ideals (@ +0) +¢ = 0+ (0 + ¢) is immediate from the
associativity of elements (a + b) + ¢ = a + (b+ ¢). The same is true for the
commutativity of N and +. Next we prove (ab)¢ C a(b¢). That is we are
given an element of (a0)¢ which is of the form

n

m m n
) (Z “i,jbz',j) ¢ = 2.0 aiibises)
1 \i=1

- i=1 j=1

For some a; ; € @, b; j € b and ¢; € (. However from the latter representation
it is clear that this element is also contained in @ (b¢), which establishes
the inclusion. The converse inclusion can be shown in complete analogy,
which proves the associativity (ab)¢ = a(b¢). And if R is commutative the
commutativity of ideals 00 = D@ is immediate from the commuativity of the
elements ab = ba. Thus it remains to check the distributivity

ad+c) = (ab)+(ac)

For the inclusion ” D7 we are given elements a; € 0, b; € b and ¢; € ¢
(where i € 1...m) such that Y, a;(b; + ¢;) € a(b+¢). But it is already
obvious that >, a;(b; +¢;) = Y, aib; + >, a;c; € (@b) + (a¢). And for the
converse inclusion ” C” we are given a;, a;- €a, b; €band ¢; € € such that
doiaibi+) ;e € (@ )+ (a¢). This however can be rewritten into the form
S aibi + 3 ae; = 37 ai(bi +0) + 375 a5(0 + ¢;) € a(b+¢). In complete
analogy it can be shown, that (a +0)¢ = (ac) + (b¢).

(]

Proof of (1.37):

By assumtion we have @ = (X ); and b = (Y');, in particular X C @
and Y C b. Hence we get X UY C auUb C a+ b and therefore
(XUY); C a+Db (as a+Dbis an ideal of R). For the converse inclusion
we regard f = > . a;x;b; € @ and g = Zj ¢jy;d; (note that this represen-
tation with z; € X and y; € Y is allowed, due to (1.33)). And hence we
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get f+g = aiwib + >, cjy;d; € (X UY ). Together we have found
a+b=(XUY). Forab = (XY); we have assumed R to be commu-
tative. The one incluion is clear: as X C 0 and Y C b we trivially
have XY C ab. And as ab is an ideal of R this implies (XY ); C ab.
For the converse inclusion we regard f € @ and g € D as above. Then
fg =722 aibiziyjcid; € (XY )i (due to the commutativity of R) which
also establishes (X Y'); = ab.

g

Proof of (1.38):

(i) First of all it is clear that B\ @ C b. And hence we find (b\ a); C
(0); =b (as b is an ideal already). Thus we have proved

d\a) € b

Now fix any b € B\ @ (this is possible by assumption @ C b) and
consider any @ € 0. Then a—b € bbuta—b & a (elselet o := a—b € @,
then b = a — a € @, a contradiction). Thus a — b € b\ @ and hence
a="b+(a—0b) € (b\a);. Asa has been arbitary this yields @ C (d\a);
and thereby we have also proved the converse inclusion

b=au@®d\a) C au@®\a) = d\a)

(ii) By (1.33) the ideal generated by the union of the @; consists of finite
sums of elements of the form a;x;b; where a;, b; € R and x; € @;. But
as (; is an ideal we get a;x;b; € (; already. And conversely any finite
sum of elements x; € (; can be realized, by taking a; = b; = 1.

(iii) Here we just rewrote the the equality in (ii) in several ways: given
asum ) ;. ;a; where a; € 0; and  := {i € I |a; # 0} is finite then
Y i1 @i = Y _;cq @i by definition of arbitary sums. And likewise this is
just >, ar where n:= #Q, Q = {i(1),...,i(n) } and ar = a;).

(iv) The general distributivity rule can be seen by a straightforward compu-
tation using the general rules of distributivity and associativity. First
note that by definition and (iii) we have

)
Zaib = Z a; kbik @ik €0, b €D
1

i€l 1€Q \ k=

Now let n := max{n(i) | i € Q} and for any k > n(i) let a; ; := 0 € @;.
Then we may rewrite the latter set in the form

Zaib = {Zzai,kbi,k

air € 0;, by € b }
el k=1 1ieQ
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Let us now regart the other set involved. Again we will compute what
this set means explictly - and thereby we will find the same identity
as the one wh have just proved

<Z 0Z>b = i Z aik | br | air € Q;, by eb

iel k=1 \ieQ(k)

Then (in analogy to the above) we take €2 := Q(1)U---UQ(n), a; :=0
for i ¢ Q(k) and b; j, := by. Then this turns into

aip €0;, bk eh }
icl k=1icQ

Proof of (1.39):

(i) (a) = ():1eR=0a+b={a+blacabeb} isclear. Hence
there are a’ € @ and b € b such that 1 = @’ +b. Now let a := —a’ € @
then 1 = (—a) + b and hence b=1+a € (1+0a)Nb. (b) = (c):
let b € (1+a)NDH, that is there is some a’ € @ such that b = 14 a'.
Again we let a := —a’ € @, then a+b=1. (c) = (a): by the same
reasoning as before we find 1 =a+b € a+b. And as @ + D is an ideal
of R, this implies ¢ +0 = R.

(i) As @ and b are coprime there are some a € @ and b € b such that
a+b=1- diue to (i). Using these we compute

Y
gt itj Lt I\ hyiti-h
1 = 1" = (a+b) =) , )
h=0
i, i+j

_ Z <Z—;j>ahbi+j—h+ Z ahpiti—h

h=0 h=i+1
i . . J . .
_ TN hpioho i I\ hpi—h
—HZ(h)ab’ —i—azﬂ_halﬂ
h=0 h=1
e V+a
(iii) We will use induction on k. The case k = 1 is trivial and hence we

found the induction at k = 2. In this case let us first choose a1, as € Q,
by € by and by € by such that a; +b; =1 and as + by = 1. Then

b1b2 = (1—(11)(1—0,2) =1—a; —as+ajas
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This implies 1 = (a1 + ag — ajag) + biby € 0+ 0.0, which rests the
case k = 2. So we now assume k > 2 and are given (0 + b, = R
for any i € 1...k + 1. By induction hypothesis we in particular get
a+D0...0, = R. And together with 0 + 5k+1 = R and the case k = 2
this yields the induction step a + (b1 ...0x)br 1 = R.

(iv) We will prove the two inclusions by induction on k seperately. The
case k =1 is trivial, so we will start with £ = 2 only. In this case the
inclusion 0105 C @03 N @2 has already been proved. And if k > 2 then

(al...ak)akﬂ - (01...ak)ﬁak+1 - (alﬁ-~-ﬂak)ﬁak+1

due to the case k = 2 and the induction hypothesis respectively. For
the converse inclusion we start with k& = 2 again. And as @; and Q03
are coprime we may find a; € 01 and as € G2 such that a; +as = 1. If
now x € (I3 N @y is an arbitary element then

x =zl = z(a1 +a2) = za; +xay = a1x +agx € 0103

This proves 01 N0z C A102 and hence we may commence with k > 2.
In this case we are given some x € 0; N --- N A NOgy1. In particular
thisis z € @1 N---NAx and hence x € 01 ... 0 by induction hypothesis.
Thus we get x € (03 ...0;)NAx+1. But because of (iii) (using @ := 0
and b; := ;) we know that @y ...0; and 0,1 are coprime. Therefore
we may apply the case k = 2 again to finally find = € (07 ...05)0 1.

O

Proof of (1.40):

We first prove that ~ is an equivalence relation: Reflexivity a ~ a is clear,
asa—a=0¢€a Symmetry if a ~ b then a —b € 0 and hence b — a =
—(a — b) € a which proves b ~ a. Transitivity if a ~ b and b ~ ¢ then
a—c=(a—>b)+ (b—c) € asuch that a ~ c. If now a € R then

[a] = {beR|a~b} = {beR|a—-bea}

= {beR|3Fhecq:a-b=h}

= {a+h|hea} = a+a
Now assume that @ <; R even is an ideal, then we have to prove, that R/
is a ring under the operations + and - as we have introduced them. Thus
we prove the well-definedness: suppose a+a0 = a’+0 and b+a = V' + @ then
a—a and b—V € @ and hence (a+b) — (d/ +b)=(a—d)+ (b-0) €q.
This means a +b ~ o/ + and hence (a+b)+a = (a’ + ') +a. Analogously

ab—a't = ab—ad'b+db—db = (a—ad)b+d(b-1)
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As @ is an ideal both (a — a’)b and o’(b — b') are contained in @ and hence
also the sum ab — a’t’ € @. This means ab ~ a’b’ and hence ab+@a = a'b’ + Q.
Hence these operations are well-defined. And all the properties (associa-
tivity, commutativity, distributivity and so forth) are immediate from the
respective properties of R. This also shows that 1 + @ is the unit element of
R/a (supposed 1 is the unit element of R).

O

Proof of (3.13):

e We first prove that ~ truly is an equivalence relation, the reflexivity
x ~ x is clear, as * — x = 0 € P. For the symmetry suppose x ~ y,
that isy —2 € P and hence x —y = —(y —x) = (—1)(y —x) € P. For
the transitivity we finally consider z ~ y and y ~ z. Thatisy—z € P
and z —y € P and this yields z—x = (z —y) + (y —z) € P. As in the
proof of (1.40) it is clear that [x] = x + P, as

] = {yeM|y—2z€P} = x+P

e Next we will prove the well-definedness of the addition and scalar-
multiplication. Thus consider x + P = 2/ + P and y + P = ¢y + P,
that is ' — 2 € P and y —y € P. As P is an R-submodule we
get (@ +9)—(z+y) = (@' —2)+ (v —y) € P and this again
is (t+y)+P = (2’ +9y)+ P. Likewise for any a € R we get
(ax’) — (ax) = a(a’ — x) € P, which is ax + P = ax’ + P.

e Now we immediatley see, that M /P is an R-module again. The asso-
ciativity and commutativity of + are inherited trivially from M. And
the same is true for the compatibility properties of ¢. The neutral
element of M /P is given to be 0+ P, as for any z + P € M /P we get
(z+P)+(0+P) = (x+0)+P = x+P. And the inverse of x+P € M/P
is just (—z)+ P,as (e + P)+ ((—z)+P)= (v + (—z)) + P =0+ P.

e Finally suppose A is an R-(semi)algebra, then we want to show that
A/a is an R-(semi)algebra again. As the R-algebraideal @ is an R-
submodule A/a already is an R-module, by what we have already
shown. Next we have to verify the well-definedness of the multi-
plication. Thus consider f +a = f'+ @0 and g + 0 = ¢’ + 0, then
(f'd)—(fg)=f' (g —g)+(f — f)g € a, by assumption on 0. Now it
is clear that A/@ inherits the associativity of the multiplication from
A. Likewise the compatibility properties of -, + and ¢ are inherited
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trivially. As an example let us regard the identity of

(aF+®)(g+0) = (af +0)(g+0) = (af)g+a = a(fg) +0
(f+®)(alg+a)) = (f+0)(ag+0) = flag) +0 = a(fg) +

a((f+0(g+0) = alfg+a)=a(fg)+a

Proof of (1.43):

e We first prove that b/a truly is an ideal of R/a. Thus regard a +a and
b+a € b/a, that is a, b € b. Then we clearly get a+b and —a € b such
that (a+a)+(b+0) = (a+b)+a e b/aand —(a+0a) = (—a)+a € b/a.
Further if f +a € R/ (that is f € R) then fb, bf €D, as b is an ideal.
And hence (f+a)(b+a) = (fb)+a € b/a, likewise (b+0a)(f+a) € b/a.

e Next we prove that b := {b € R|b+a € U} <; R is an ideal, supposed
U <; R/Gis an ideal. Thus consider a, b € b then (a +b) +a =
(a+a)+(b+0a) el and (—a) +a=—(a+0a) €U which proves a + b
and —a € B. And if f € R then (fb) +a = (f +a)(b+a) € 4 which
proves fb € b (likewise bf € b. Hence D is an ideal, and @ C b is clear,
as foranya € wegeta+a=0+0ac .

e Thus we have proved that the maps b — b/a and U — b are well
defined. We now claim that they even are mutually inverse. For the
first composition we start with @ C b <; R. Then

b g {beribraely} = (bbb} =0

For the converse composition we start with an ideal # <; R/, which
is mapped to b :={b € R|b+a € u}. Now it is easy to see that

Wb Yy = (btajbtacu) =

e Next we prove that this correspondence respects intersections, sums
and products of ideals as claimed. That is b and ¢ <; R are ideals
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with @ € b and @ C ¢. Then
b/cﬂc/c = {b+a|bebnc} = bmc/c
e+ = {(b+a) +(c+a) |bebeec)
= {(b+c)+a|bebcec} = bH/c

b/cc/c = {zn:(bi+0)(ci+a) bieb,cz-ec}

i=1

(g

e The final statement of the lemma is concerned with the generation of
ideals. For the inclusion ” D” we consider any v € (X/a);. That is
there are a; + @, b; + 0 € R/0 and x; + 0 € X/a such that

biGB,CZ'EC} = bC/C

k
uo= Y (ai+0)(x; +0) (b +0)

k
= (Zamdu) +0a € <X>i+a/a
i=1

And for the converse inclusion ” C” we are given some a € ( and
y € (X);. This again means that there are some a;, b; € R and
x; € X such that y = Y. a;x;b;. We now undo the above computation

k

(a+y)+0 = y+a = (g +0) (2 + Q)b +0) € (X/h
=1

e We now prove that this correspondence even interlocks radical ideals.
First note that b <; R is radical iff Vb = b. Now remark that (b+a)* =
v* +a € b/ais (by definition) equivalent to b¥ € b. Thus we found

YRR

And in particular we see that b/a is a redical ideal if and only if b is a
radical ideal. And this has been claimed.

e If p <; R/a is prime then regard any a, b € R. Then (a4 a)(b+a) =
ab+0 € p/a is equivalent, to ab € p which again is equivalent, to a € P
or b e (as P is prime). And again this is equivalent, to a + @ € p/a
or b+ @ € p/a. Hence /0 is prime, too. For the converse implication
just pursue the same arguments in inverse order.
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e As the correspondence b «— b/a maintains the inclusion C of sub-

sets, it is clear that maximal elements mutually correspond to each
other. That is M/a is maximal, if and only if M/a is maximal.

Proof of (3.14):

(i)

(i)

(iii)

We will first prove the eqivalency © + L € P/L <= x € P. The
one implication is trivial: if x € P, then x + L € P/L by definition.
Conversely suppose there is some p € P such that z+L = p+L € P/L.
By definition of M /L this means x — p € L, that is © — p = ¢ for some
¢e L C P. And therefore c =p+/¢e€ P,asp, { € Pand P <,, M.

Now we are ready to prove P/L <., M/L, clearly 0 =0+ L € P/L,
as we have 0 € P. Now consider  + L and y + L € P/L, by what
we have just seen this means x and y € P. As P <, M this implies
x+y € P and hence (x+ L)+ (y+ L) = (r+y) + L € P/L again.
Finally consider any a € R, as x € P and P <, M this implies
ax € P and hence also a(x + L) = (ax) + L € P/L. Altogether P/L
is a submodule of M/L.

In (i) we have seen that P — P/L is a well-defined map, so next we will
point out that U — (U) :={x € M | x+ L € U } is well-defined, too.
That is we have to verify (U) <, M and L C (U). The containment
L C (U)isclear,if { € L then {+ L =0+ L = 0 € U and hence
¢ € (U). In particular 0 € (U). Next suppose we age given z, y € (U),
thatisa+L,y+L € U. Then (x+y)+L=(x+L)+(y+L)ecU as
U <y M/L and hence x +y € (U) again. Likewise for any a € R we
get (ax) + L =a(z+ L) € U and hence ax € (U), as x + L € U and
U <um M/L. Thus both maps given are well-defined. It remains to
verify that they are mutually inverse: the one direction is easy, consider
any U <, M/L,then U+ (U)+— (U)/L={xz+L|z+LeU} =
U. Conversely consider any L C P <,, M, then P+ P/L+— (P/L),
yet using (i) we obtain (P/L) = P from the following computation

(P/L> = {xeM!erLeP/L} ={zeM|zecP} =P

To prove this claim we just have to iterate the equivalency in (i):
x+L e (N, P)/L is equivalent to x € ), P;, which again is equivalent
toViel:x e P. Now we use (i) once more to reformulate this
into the equivalent statement Vi € I : x + L € P;/L, which obviously
translates into  + L € (,(P;/L) again.
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(iv)

(vi)

We want to verify > .(P;/L) = (>_, P;)/L, to do this recall the explicit
description of an arbitary sum of submodules for the P;/L <,, M/L

> (F/y) = {Z(ww

Q C I finite, xi+L€PZ’/L}
iel 1€

Next recall the equivalency in (i), this allows us to simply substitute
x; + L € P;/L by z; € P;. Further - by definition of + in M/L - we
can rewrite the sum ) ,(x; + L) = (>, ;) + L. Together this yields

> (%) = {($n) -

Q C [ finite, z; € P,;}
el 1€Q

That is the term on the right hand side is (apart from the +L in
(>, i)+ L) nothing but the sum ). P; again (by the explicit descrip-
tion of arbitary sums of the submodules P;. That is we have already
arrived at our claim ) ,(P;/L) = (3_, P;)/L.

Let us denote P/ := P; + L, then it is clear that L C P/ for any

2
i € I. But on the other hand . P/ = > (P, + L) = 3 ,P)+ L

as the finitely many occurances of elements ¢; € L can be composed
to a single occurance of ¢ := ) .¢; € L. But by assumption L is
already contained in ), P; and hence (>, P;) + L = ), P;. That is
we have obtained ), P/ = . P;. Now statement (iv), that has just
been proved, yields (>, P;)/L = (>, P/)/L =3 ,(P//L), as claimed.

To prove this identity we directly refer to the definition of the R-
submodule generated by X/L C M/L. And this is given to be

Klpm = WU <o M/ | X/p U}

By (ii) the submodules U of M /L correspond bijectively to the sub-
modules P of M containing L. l.e. we may insert P/L for U, yielding

Elpm = (/| pep<am X by}

Clearly X/L C P/L translates into Vo € X :  + L € P/L, and due
to the equivalency in (i) thisis Vx € X : z € P,i.e. X C P, therefore

X/ m = ﬂ{P/L‘LQPSmM’XQP}

Of course L C P and X C P can be written more compactly as
X NL C P. And due to (iii) the intersection commutes with taking
to quotients, such that we may reformulate

X/ hw = N{PIP <u M. XNLC P}
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That is we have arrived at (X/L)m = (X U L)n/L. But by the
explicit representation of the generated submodules (3.11) it is clear,
that (X N L)m = (X )m + (L )m. And as L already is a submodule of
M we have (L), = L. Altogether (X/L )y, = ((X )m + L)/L.

Proof of (3.16):

(i)

(iii)

We will first prove that ANNg(X) is a left-ideal of R. As this is just the
intersection of the annihilators ANNg(z) (where x € X) it suffices to
verify ANNg(z) <p Rforany xz € M, due to (1.30). Now 0 € ANNRg(z)
is clear, as 0 oz = 0 for any x € M. Now consider any two a,
b € ANNRg(z), that is az = 0 and bz = 0. Then (a+b)z = (ax)+(bx) =
0+ 0 = 0 and hence a + b € ANNg(z) again. Finally consider any
r € R, then (ra)x = r(ax) = r 0 = 0 and hence ra € ANNg(x), as
well. Altogether we have ANNg(z) <, R and hence ANNg(X) <n R.

Next we want to prove that ANNg(M) <; R even is an ideal. As we
already know ANNR(M) <, R it only remains to prove that ar €
ANNg (M) for any a € ANNg(M) and any r € R. As a € ANNg(M) we
have ay = 0 for any y € M. Now consider any z € M, then rz € M,
too as M is an R-module. Thus (ar)z = a(rz) = 0 and as = has been
arbitary this means ar € ANNg(M) again.

Let us denote ® : R/ANNg(z) — Rx : b := b+ ANNg(z) +— bz, we
will first prove the well-definedness and injectivity of this map: ax =
®(a) = ®(b) = bx is equivalent to (a—b)z = 0, that is a—b € ANNg(z)
or in other words @ = a+ANNg(z) = b-+ANNg(z) = b. The surjectivity
of @ is clear, as any b € R is allowed. And ® also is a homomorphism of
R-modules, as by definition of the algebraic operations of R/ANNg(z)
we have ®(a+ b) = ®(a +b) = (a + b)z = (az) + (bzx) = P(a) + ®(b)
and ®(ab) = ®(ab) = (ab)z = a(bx) = a®(b). NOTA that this claim
could have also been proved by regarding the epimorphism ¢ : R —
Rz : b — bz, noting that its kernel is kn (¢) = ANNg(x) and invoking
the first isomorphism theorem of R-modules to get ®.

As R # 0 we have 1 # 0 and as also 1 ¢ 0 = 0 we already have
0 € TORM. Now consider any two x, y € TOR M, that is there are
some 0 # a, b € R such that az = 0 and by = 0. As R is an integral
domain we also get ab # 0. Now compute (ab)(z+y) = (ab)z+(ab)y =
(ba)x + (ab)y = blax) + a(by) = bo0+ao0=0+0=0. That is
(ab)(z +y) = 0 and hence = +y € M, as ab # 0. Finally consider
any r € M, then we need to show rx € TOR M. But this is clear from
a(rz) = (ar)x = (ra)x =r(ax) =r©0=0.
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(iii)

(vii)

Let us abbreviate T := TOR M, now consider any z+71 € TOR (M/T).
That is there is some 0 # a € R such that (ax)+T = a(z+T) =0+T.
This is just ax € T, that is there is some 0 # b € R, such that
(ba)x = b(ax) = 0. As R is an integral domain, we get ba # 0 and
this means x € T, such that x +7T = 04 T. Thus we have just proved
TOR (M/T) € {0+ T} = {0} and the converse containment is clear.

(a) = (c): Consider any @ € R and any € M such that ax = 0. If
a = 0, then we are done, else we have x € TOR M = {0} (by definition
of TOR M, as ax = 0 and a # 0) and this is x = 0 again.

(¢c) = (b): Consider any a € ZDr (M), that is there is some x € M
such that x # 0 and az = 0. Thus by assumption (c) we find a = 0,
and as a has been arbitary, this means zDg (M) C {0}, as claimed.

(b) = (a): As R # 0 we have 1 # 0 and as 1 ¢ 0 = 0 this implies
0 € Tor M. Conversely consider any z € TOR M, that is there is
some a € R such that a # 0 and ax = 0. Suppose we had x # 0,
then a € zDg (M) C {0} (by definition of zDg (M), as © # 0 and
ar = 0) which is a = 0 again. But as a # 0 this is a contradiction.
Thus we nexessarily have = 0 and as « has been arbitary this means
TORM C {0}, as well.

Let us abbreviate P := (X ), then by definition it is clear that X C P
and hence ANNg(P) C ANNp(X). For the converse inclusion consider
any a € ANNg(X), then we have to show a € ANNg(P). That isap =0
for any p € P. By (3.11) any p € P is given to be p = ). a;z; for
some a; € R and x; € X. Therefore ap = ) (aa;)z; = ), ai(ax;) =
>.;a;00=0 as R is commutative.

First suppose that £ = 0, then ax = a0 = 0 is clear for any a € S
and hence ANNg(x) = S. Secondly consider = # 0 and a € ANNg(x),
that is ax = 0. Suppose we had a # 0, too, then (as S is a skew-field)
there was some a~! € S such that a='a = 1. Then we would be able
to compute z = 1z = (a"ta)z = a~(ax) = a=10 = 0, a contradiction
to z # 0, such that a = 0 and therefore ANNg(x) = 0.

Let p = ANNp(z) be a maximal annihilator ideal of M with p # R.
Further consider any a, b € R with ab € p but b ¢ P, then it remains to
verify a € . As b € p we have bz # 0. Now consider @ := ANNg(bz),
as bxr # 0 we have 1 ¢ @ and hence @ # R. Also if p € P, then
p(bx) = b(px) = b0 = 0 and hence p € @, which means p C a. But by
maximality of P thisis p = 0. Now as ab € P we have a(bx) = (ab)z =0
such that a € @ =P, as has been claimed.

d
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Proof of (3.17):

e Let us first prove the identity part in the modular rule, starting with

(QNU)+P C QN(P+U). Thus we consider any x € QNU and p € P
and have to verify e +p € QN(P+U). Asz € Qandpe P C Q
we have x +p € Q. And as also x € U we have z + p € U + P hence
the claim. Conversely for (QNU)+P DO QN (P + U) we are given
any p € P and u € U such that ¢ := p+ u € () and we have to verify
ptue (QNU)+P. Butasu=¢g—pandp, ¢ € Q we find u € Q and
hence u € QN U. And this already is p+u=u+pe (QNU)+ P.

So it ramains to verify the implication in the modular rule. As P C @Q
by assumption it remains to prove () C P. Thus consider any g € @,
then in particular ¢ € Q + U = P + U. That is there are p € P
and u € U such that ¢ = p+u. And as p € P C (@ this yields
u=qg—pé€ Q, such that u € QNU = PNU. In particular u € P and
hence ¢ = p+ u € P, as claimed.

Proof of (1.51):

(i)

Clearly ¢(0g) = ¢(0g + 0r) = ¢(0r) + ¢(0r) and subtracting ¢(0r)
from this equation (i.e. adding —p(0g) to both sides of the equation)
we find 0g = ¢(0r). Hence ¢(a) + ¢(—a) = ¢(a — a) = ¢(0r) = Og
which proves that ¢(—a) is the negative —p(a).

Analogous to the above we find 15 = ¢(1r) = @(uu™t) = p(u)p(u~1)
and 1g = ¢(1g) = p(u™'u) = p(u=)p(u) which proves that o(u~1)

is the inverse ¢(u)~!.

If a, b € R then vp(a 4+ b) = (e(a) + (b)) = Ye(a) + Pe(b) and
likewise for the multiplication. Hence ¢ is a homomorphism of semi-
rings again. And in the case of rings and homomorphisms of rings we

also get ¥io(1z) = ¥(1s) = Lz

Consider any =, y € S, as ® is surjective there are a, b € R such
that * = ®(a) and y = ®(b). Now @}z +y) = @~ 1(®(a) + ®(b)) =
O 1®(a+b)=a+b=d z)+ P (y). Likewise we find ®~!(zy) =
&~ 1(2)® ! (y). And if ® is a homomorphism of rings, then ®~1(1g) =
1g is clear from ®(1g) = 1g.

Since im (¢) = @(R) the first statement is clear from (vi) by taking
P = R. So we only have to prove, that kn(p) is an ideal of R.
First of all we have Or € kn (¢) since ¢(0r) = Og by (i). And if a,
b € kn (¢) then p(a +b) = ¢(a) + ¢(b) = 05 + 0g = Og and hence
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a+0b € kn(p). Analogously p(—a) = —¢(a) = —0s = 0g yields
—a € kn(p). Now let a € kn () again and let b € R be arbitary.
Then ¢(ab) = ¢(a)p(b) = 05¢(b) = 0g and hence ab € kn (¢) again.
Likewise ¢(ba) = p(b)p(a) = ¢(b)0s = 0g which yields ba € kn (¢).

(vi) As P is a sub-semi-ring of R we have O € P and therefore 0g =
©(0r) € ¢(P). Now assume that x = p(a) and y = ¢(b) € ¢(P) for
some a, b € P. As P is a sub-semi-ring of R we have a + b, —a and
ab € P again. And hence z +y = ¢(a) + ¢(b) = p(a +b) € ¢(P),
-z = —p(a) = p(—a) € p(P) and zy = ¢(a)p(b) = p(ab) € ¢(P).
Thus we have proved that ¢(P) <g R is a sub-semi-ring again. And if
R and S even are rings, P is a subring of R and ¢ is a homomorphism
of rings, then also 1g = ¢(1g) € ¢(P) as 1r € P.

(vi) And as @ is a sub-semi-ring of S we have Og € @) and therefore 0g =
©(0R) implies Or € ¢~ 1(Q). Now suppose a, b € ¢~ 1(Q), that is
¢(a), p(b) € Q. Then p(a +b) = ¢(a) + ¢(b), ¢(—a) = —¢(a) and
e(ab) = p(a)e(b) € Q, as @ <g S. This means that a + b, —a and
ab € = 1(Q) and hence ¢~1(Q) < S is a sub-semi-ring of S. And in
the case of rings we also find 1z € = 1(Q) as in (vi) above.

(vii) First assume that b <, S is a left-ideal of S. We have already proved
in (vi) that o= 1(0) <y S is a sub-semi-ring of S (since Q :=b <, R).
Thus it only remains to verify the following: consider any a € R and
b€ ¢ 1(h). Then p(b) € b and as b <,;; S we hence get p(ab) =
@(a)p(b) € b. Thus ab € ¢~ 1(b) which means that ¢ ~'(b) is a left-
ideal of R again. And in the case that b <; S even is an ideal, then
by the same reasoning ¢(ba) = ¢(b)¢(a) € b and hence ba € p~1(b).

(vii) Next assume that @ <,, R is a left-ideal of R and that ¢ is surjective.
Then ¢(a) <g S is a sub-semi-ring of S by (vi) for P :=a <; R.
Thus it again remains to prove the following property: Consider any
y € S and x = p(a) € (@) (where a € 0). As ¢ is surjective there
is some b € R with y = ¢(b). And as ba € 0 we hence find yz =
e(b)p(a) = ¢(ba) € p(a). Thus p(a) <, S is a left ideal of S. And
in the case that @ <; R even is an ideal, then by the same reasoning

zy = p(a)p(b) = p(ab) € ¢(0).

(viii) Let ¢ : R — S be a homomorphism of semi-rings. If (1) = Os
then for any a € R we get ¢(a) = ¢p(1ra) = 0sp(a) = 0g and hence
¢ = 0. Else we have ¢(1r) = ¢(1rlr) = ¢(1r)¢(1r) and dividing by
0 # ¢(1g) (i.e. multiplying by (1z)~!) we hence find 1g = ©(1g).

(ix) As we have seen in (v) kn(y) < R is an ideal of R. And as R
is a skew-field, it has precisely two ideals: {0} and R. In the first
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case kn (p) = R we trivially have ¢ = 0. And in the second case
kn (¢) = {0} we will soon see, that ¢ is injective.

Proof of (1.53):

(i) By definition ¢ is surjective iff any = € S can be reached as = = ¢(a)
for some a € R. And this is just S C ¢(R) = im (), or equivalently
S =im (¢). And if ¢ is injective then there can be at most one a € R
such that ¢(a) = 0g. And as ¢(0r) = Og this implies kn (¢) = {Og }.
Conversely suppose kn (¢) = { Or } and consider a, b € R with p(a) =
©(b). Then 0g = p(a) — ¢(b) = v(a — b). Hence a — b € kn (¢) such
that a — b = Or by assumption. Hence ¢ is injective.

(ii) The implication (a) == (b) is clear: just let ¥ := ®~! then we
have already seen, that ¥ is a homomorphism of (semi-)rings again.
And the converse (b) = (a) is clear (in particular ¥ is an inverse
mapping of ®). The implication (b) = (c) is trivial - just let o := ¥
and 3 := ¥. And for the converse (¢c) = (b) we simply compute:
a=alg=a(®f) = (a®)s = 1B = (. Thus letting ¥ := o = 3 we
are done.

(iii) Suppose R is a ring, then let f := ®(1g). If now = € S is any element
then we choose a € R such that x = ®(a). And thereby we get
fr = ®(1r)®(a) = ®(1ra) = ®(a) = x and likewise xf = z. Hence
f = 1g is the unit element of S and hence S is a ring, too. Further we
have seen ®(1g) = 1g such that ® is a homomorphism of rings.

Suppose S is a ring, then let e := ® 1(1g). If now a € R is any
element, then ®(a) = ®(a)lsg = ®(a)P(e) = P(ae) and hence a = ae.
Likewise we see ea = a and hence e = 1g is the unit element of R.
Hence R is a ring, too and ®(1g) = 1g is a homomorphism of rings.

(iv) Clearly the identity map Iz : R — R : a — a is both, bijective and
a homomorphism of (semi-)rings for any (semi-)ring (R,+,-). But
this is nothing but the claim 1p : R =, R. Andif®: R — S is
an isomorphism of (semi-)rings, then ®~! is a bijective (this is clear)
homomorphism of (semi-)rings again (this has already been proved).
Hence the second implication. Andifboth® : R =, Sand ¥ : S5 = T
then ¥® is bijective and a homomorphism of (semi-)rings (as ® and
U are such). And this has been the third implication.

Proof of (1.56):
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(i)

(i)

(iii)

We first need to check, that ¢ is well-defined: thus consider b, ¢ € R
such that b+ = ¢+ 0. That isc—b € @ C kny. And hence
0 = p(c—0b) = ¢(c) — p(b) which is the well-definedness ¢(b) = ¢(c).
Now it is straightforward to see, that ¢ also is a homomorphism

&((b+a)+(c+a)) = ((b+c)+a> = pb+c)
= ¢(b)+elc) = (b+a)+<p(b+a)
a((b+a)(c+a)> - ( )

= #(b)p(c)

Thus ¢ always is a homomorphism of semi-rings. And if if R and S
even are rings, then R/Q is a ring as well with the unit element 1 + Q.
Thus if ¢(1) = 1 is a ring-homomorphism, then g(14a) = ¢(1) =1
is a ring-homomorphism, too.

(b+a) 5(b+ )

Let @ :=kn () and @ := ¢, then by (i) ® is a well-defined (semi-)ring-
homomorphism and the image of ® certainly is the image of ¢

im® = @(R/a> = ¢(R) = imgp

Hence the mapping ® : R/a — im (¢) is surjective by definition. But
it also is injectitve (and hence an isomorphism) due, to

pla) =) <= 0=p(a)—e(b) =yp(a—1D)
< a—bekn(p)
< a+kn(p)=b+kn(p)

We will first prove that D+ R <, S is a subring of S: clearly we have
0=0+0¢€b+ R and (if Ris asubring of $) 1 =0+1€b+ R. Now
let b+ a and d + ¢ € b + R, then

(b+a)+(d+a) = (b+d)+(a+c) € b+R
—(b+a) = (=b)+(-a) € B+R
(b+a)(d+c) = (bd+bc+ad)+ac € D+ R

And hence b+ R is a subring of S. And as § <; R is an ideal of S with
bCh+Rit trivially also is an ideal b <, b+ R. Now let us denote
the restriction of the canonical epimorphism o : S — S/b to R by

o : R—>S/b ca—a+b

Then g is a homomorphism with kernel kn (¢) = kn(c) N R =0NR.
In particular this proves that BN R <; R is an ideal of R (as it
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is the kernel of a homomorphism). And it is straightforward to see,
that im (p) = (0 + R)/b. [For any a € R we have a € b + R and
hence o(a) € (b + R)/b. And if conversely z = b+ a € b + R then
o(a) = a+b = 2 +D]. Thus we may apply the first isomorphism
theorem (ii) to obtain

fH—R/b

I

o) = onr = mlo
a+bNR +— o(a) = a+Dd

Suppose c and d € R with c+0 =d+@0. Thenc—d € a C b and
hence ¢ + b = d + b. Therfore we may define the following mapping
(which clearly is a homomorphism of (semi-)rings)

@ R/OHR/E, cct+a—c+b

And clearly kn (p) = {b+a|b+b=0+0} ={b+al|beb} =Db/a
Hence we immediately obtain (iv) from the first isomorphism theorem.

O

Proof of (1.60):

(1)

We will first prove that @b <; R® S is an ideal. As 0 and b are ideals
we have 0 € @ and 0 € b and hence 0 = (0,0) € a ®b. Now consider
(a,b) and (p,q) € @ Db. Then we have a +p € 4, b+ g € b and hence
(a,b)+(p,q) = (a+p,b+q) € adb. Finally consider any (r,s) € RS
then ra € @ and sb € b such that (r,s)(a,b) = (ra, sb) € @ b again.
And as R and S are commutative rings, so is R S such that this has
been enough to guarantee that @ @ b is an ideal of R® S.

Next we will prove Il = o(l) @ o(U). If (a,b) € U then it is clear that
a = p(a,b) € p(h) and b = o(a,b) € o(U) such that (a,b) € o(W) Bo(U).
Conversely if (a,b) € p(W) @ o(1h) then there are some r € R and s € S
such that (a,s) € h and (r,b) € . But as Il is an ideal we also have
(a,0) = (1,0)(a,s) € U again and analogously (0,b) € W. Thererby
(a,b) = (a,0) + (0,b) € U proving the equality.

Now we are ready to prove ideal R® S = {a®b|a < R, b < S}
We have already seen in (1) that 0 @0 is an ideal of R ® S (supposed
0 and b are ideals). Conversely if 4 <; R® S is an ideal, then we let
0:=po(U) and b := (). Then @ <; R and b <; S are ideals, since o
and o are surjective homomorphisms. And % = a @b by (2).

Now let @ <;R and b <;S. Then we will prove Va® b = ﬁ@\/ﬁ First
suppose that (a,b)* = (a*,b*) € a @b for some k € IN. Then a* € @
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and b* € b such that a € v/@ and b € VD and thereby (a,b) € Va® Vb.
Conversely suppose a* € @ and b' € b for some k, [ € IN. Then we
define n := max {k, [} and thereby get (a,b)" = (a",b") € A ®b. And
this means that (a, b) is contained in the radical of @ © b again.

This enables us to prove srad R® S = {a @b | a = va, b = Vb}.
First suppose that t <; R@® S is a radical ideal and let @ := o(}l) and
b := o(Ul) again. Then by (4) we may compute

aeb =u = Vil = Vaeb = vao Vb

This proves that @ = /@ and b = Vb are radical ideals of R and
respectively. And if conversely @ and D are radical ideals then a @ b is
a radical ideal of R & S by virtue of

aob = Vaevh = Vaab

Next we will prove specR &S = {p@ S}U{R®q}. If p < R is
a prime ideal then we have already proved p& S <; R& S in (1).
And it is clear that p® S # R® S as (1,0) ¢ p @ S. Thus suppose
(a,b)(p,q) = (ap,bq) € P& S. Then ap € p and as P is prime this
means a € P or p € p. Without loss of generality we may take p € p
and thereby (p, q) € p®S. Altogether we have seen that Pd.S is a prime
ideal of R & S. And analogously one may prove that R & ( is prime,
supposed § <; S is prime. Thus conversely consider a prime ideal
U < RDS let p:= p(U) and § := o(U). Clearly (1,0)(0,1) = (0,0) € u.
And as W is prime this means (1,0) € # or (0,1) € . We will assume
(0,1) € U, as the other case can be dealt with in complete analogy.
Then 1 € § and hence § = S. Thatis =p@d S and asll # R S
this means p # R. Thus consider a and p € R such that ap € .
Then (a,0)(p,0) = (ap,0) € p@® S =U. And as U is prime this means
(a,0) € W or (p,0) € U (which we assume w.l.o.g.). Thereby p € p,
altogether we have found that # = p @ S for some prime ideal p <; R.

It remains to prove smax R® S = {M & S} U{R & n}. Thus consider
a maximal ideal M <; R and suppose M@ S C U < R® S. Then
S=ocMm®S) Cb:=cU) < S and hence b = S. Likewise we find
m=omaSs) C a:=pM) < R and as M is maximal this implies
a=Mord=R. Thusweget  =adb=maeSoru=a0b=RaS.
And this means that m & S is a maximal ideal of R & S. Likewise
one can see that R @ I is a maximal ideal for any N <; S maximal.
Conversely consider a maximal ideal # <; R @& S. In particular U is
prime and hence - by (6) - 4 = M@ .S or 4 = RGN for some prime ideal
m < Rorn < S respectively. We only regard the case h = m @ S
again, as the other is completely analogous. Thus consider some ideal
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mcad R thenl=magS CapsS I R S. By maximality of it
that ish =M@ S=0pSor0dS=R&S. Again this yieldsm=a
or @ = R and this means that M is maximal.

Proof of (1.61):

(i)

(iii)

Froml=e+ f € 040 < Ritis clear that 0 + 0 = R. Now consider
any z € AND. That is there are a and b € R such that 2 = ae = bf.
Then we get xze = (bf)e = b(fe) = 0 and xf = (ae)f = a(ef) = 0.
And thereby = 21 = z(e + f) = ze + xf = 0 such that anb = {0}.

It is clear that ® :  — (z + @,z + b) is a well-defined homomorphism
of rings (as it fibers into the canonical epimorphisms x — x + @ and
x — x + D). Now suppose (z + 0,z +0) = ®(x) =0 = (0+0,0+D).
This means z € @ and 2 € b and hence x € aNb = {0}. Thus we have
x = 0 which implies kn (®) = { 0 }, which means that ® is injective. It
remains to prove, that ® also is surjective: Since @ +b = R there are
some e € @ and f € b such that e + f = 1. Now suppose we are given
any (y + @,z +D). Then let  := yf + ze and compute

®(z) = (yf+ze+0,yf+ze+Db)

(

(yf +a,ze+Db)

= (yf+ye+a,ze+zf+b)
(y(f +e)+a,z(e+ f)+Db)
(y+a,z+b)

We will now prove the chinese remainder theorem in several steps. (1)
Let us first consider the following homomorphism of rings

© RH@R/% D x— (x4 0p)
i=1

We now compute the kernel of p: p(z) = 0 = (0+@;) holds true if and
only if for any ¢ € 1...n we have z + 0; = 0+ 0;. And of course this
is equivalent, to « € @; for any ¢ € 1...n. And again this can be put
as x € ;N ---N0ay,. Hence we found kn (¢) = a. Now we aim for the
surjectivity of ¢: (2) As a first approach we prove the existence of a
solution = € R of the system ¢(x) = (1+0;,0+0z,...,0+0,). Since
a1 +0; = Rfor any j € 2...n we also find @1 +0z...0, = R due to
(1.39.(iii)). That is there are elements e; € 0; and f; € 02...0, such
that e; + f1 = 1. Hence we find f; +0; =0+ @, for any j € 2...n.
And also f1 + 01 = (1 —e1) +0; = 1+ 0;. That is x := f1 does the
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trick. (3) Analogous to (2) we find fo,..., fn € R such that for any
j € 1...n we obtain the system

o(f;) = (dij+ )

(4) Thus if we are now given any aq,...,a, € R then we let us define
r:=ai1f1 + -+ anf, and we thereby obtain

n n
r+ 0, = Zajfj+al- = Zaj&‘,j—i—ai = Clj-i-ai
j=1 j=1

Hence ¢(x) = (a; + 0;) and as the a; have been arbitary this means
that ¢ is surjective. (5) Thus (1.56.(ii)) yields the desired isomorphy.

O

Proof of (3.18):

e We will first verify that the exterior direct product P := [], M; is an R-
module again (under the operations given). The well-definedness of the
operations is clear. Thus consider z = (z;), y = (y;) and z = (2;) € P.
Then 2+ (y+2) = (zi+ (yi+2i)) = (xi+yi) + 2) = (x+y) + z which
is the associativity. Likewise x +vy = (z; + vi) = (yi + z;) = y + z,
which is the commutativity. Letting 0 := (0;), where 0; € M; is the
zero-element, we find x + 0 = (z; + 0;) = (z;) = =, such that 0 € P
is the zero-element. And the negative of x is T = (—x;) € P, as
x+7Z = (x; + (—x;)) = (0;) = 0. Now consider any a, b € R then
a(z+y) = (a(z; +30)) = ((azs) + (ay:)) = (azi) + (ags) = (az) + (ay).
Likewise (a + b)x = ((a + b)z;) = ((ax;) + (bx;)) = (az;) + (bx;) =
(az) + (bx) and (ab)z = ((ab)z;) = (a(bz;)) = a(bx;) = a(bx). Finally
lz = (1z;) = (x;) = =, such that altogether P is an R-module again.

e Let us now verify that the direct sum S := €, M; is an R-submodule
of the direct product P. Thus we only have to prove that S is closed
under the operations of P. However for any a € R and any xz, y € S'it is
clear that supp(ax) C supp(x) and supp(z+y) C supp(z)Usupp(y).
Hence #supp(azx) < #supp(x) < oo and #supp(x +y) < #supp(z) +
#supp(y) < co. Thereby az and = + y € S again.

e Now consider the R-module-homomorphisms ¢; : M; — N. By con-
struction of S the map ¢ := @, ¢; : § — N is well-defined. And it also
is an R-module-homomorphism, as for any a € R and for any x = (z;),
y = (y:) € S we get p(ax) = >, pi(azr:) = 3, api(r;) = ap(r) and
oo +y) =22 iz + i) = 22 (i) + @i(yi)) = o(x) + @(y)-
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e (a) = (b): by definition of the arbitary sum of the submodules P;
of M and by the assumption M =), P; we obtain the identity

M = {Zx

Q) C [ finite, z; € Pi}
i€

Thus if we are given any € M there are finitely many x; € P; (i € Q)
such that x = ), x; Letting a; := 0 for i € I'\Q2 we obtain an extention
(xi) € @, P satisfying « = >, x;. This proves the existence of such
a representation. For the uniqueness suppose ) . x; = Y . y; for some
(xi), (yi) € @, Pi. Fix any j € I and let

zj = Z‘% and Y= Zyz € b
i#] i#]
Then we find z; — y; =y; — 7, but as z; —y; € P; and 3 — 7 Eﬁj
we have x; —y; € P; N P; = 0, such that x; = y;. But as j € I has
been arbitary this means (z;) = (y;), which also is the uniqueness.

e (b) = (a): consider any = € M, by asumption (b) there is some
(x;) € @, P; such that x = Y . x;. And as only finitely many z; are
non-zero this means x = ), x; € >, P;. And as x has been arbitary
this already is M = ), P;. Now consider any j € I and any « € Pjﬁ]3j.
As x € Pj we may let z; := 2; € Pjand z; := 0 € P; (for i # j) to find
x =Y . Z;. On the other hand we have z € Jgj, that is there are some
z; € P; such that x = Z#j x;. Finally let 2; := 0 then altogether
thisis >, @, = 7, ,; ¥ = >_; T; and due to the uniqueness this means
x; = x; for any ¢ € I. But by choice of z; this is z; = 0 for any i # j

and hence x = Zi# 0 = 0, which had to be shown.

O

Proof of (3.19):

Let us again abbreviate the exterior direct product by P := [[, M; and the
exterior direct sum by S := @, M;. It is immediately clear that 7; : P — M;
is an R-module-homomorphism: 7;(az +y) = m;((az; + yi)) = ax; +y; =
amj(z)+7j(y) Analogously it is clear that ¢; is an R-module homomorphism.
Also ﬂjbj(l’j) = 7Tj((5@j.%’j) = 5j7j$j = ZCj such that 7le,j = 1. And from
this it immeditately follows that 7; is surjective and that m; is injective.
Note that the latter could have also been seen directly. Now consider any
x = (x;) € P, then by definition m;(z) = z; such that x = (x;) = (mi(z)).
Conversely consider z = (x;) € S, then by definition ¢;(z;) = (J; jz;) (where
the index runs over all ¢ € I'). Therefore a straightforard computation yields

> uilay) = Z(@ﬂj) = D Gz | = (@) = =

jel jeI jer
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Proof of (3.22):

(i)

(i)

It is easy to see that the map given is a homomorphism: (z;) + (y;) =
(2 + 55) — (s +9) = (0,@0) + (9 and alx;) = (az) —
> ;(ax;) = a(d]; x;). And the bijectivity is just a reformulation of
property (b) of inner direct sums.

Let us abbreviate the exterior direct sum by M := @, M;. That is
any x € M is of the form x = (x;) for some z; € M; of which only
finitely many are non-zero. Thus z = (z;) = >, ti(x;) € >, P;. And
as x has been arbitary this means M = ) . P;. Now consider any
j € I and any z € P; ﬂﬁj. As x € P; = 1j(M;) there is some
m;j € Mj such that (x;) := « = ¢j(m;) = (6; jm;). On the other hand
there are p; € P; (where i # j) such that x = Z#j p;. Likewise we
choose n; € M; such that p; = ¢;(n;). If we finally let n; := 0, then
T =35 ti(ni) =3 u(n;) = (n;). Comparing these two expressions
of x we find n; = 2; = d; yjm; = 0 for any ¢ # j. And as also n; = 0 this
means ¢ = (n;) = (0;) =0 € M. Therefore P; N .FA’] =0, as claimed.

d

Proof of (3.23):

e Clearly the map ¢ — (mjpu;) is well-defined: as 7; and ¢; are R-module

homomorphisms, so is the composition mjpi; : M; — N;. Conversely
(i) — (6D, wi,;) is well-defined, too - it just is the Carthesian product
of the induced homomorphisms @, v; ; : B, M; — Nj.

And it is also clear, that ¢ — (mjpu;) is a homomorphism of R-
modules: as ¢; and 7; are homomorphisms of R-modules, so are the
push-forward ¢ — ¢u; and pull-back 1 — m;1). Combining these we
see that ¢ +— m;pi; is a homomorphism of R-modules. Thus if we
regard any ¢, ¢ € mhom(M,N) and any a € R, then ap + ¢ —
(mj(ap +Y)u) = (amjoui + i) = a(mjou;) + (m2e;), as the compo-
sition in the direct product was defined to be component-wise.

e We will now prove that these maps are mutually inverse, we start by

regarding ¢ — (mpL;) — 1 == (B, mjpti). Thus consider an arbitary
x = (x;) € €, M; then we find

Y(z) = (Zﬂjwz’(ﬂ?i)> = <7rj60 (ZMW))
iel icl
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as mjp is an R-module homomorphism. Now recall the identities x =
> ti(z;) and y = (7;(y)), inserting these we obtain ¢ = ¢ from

b(@) = (me(@) = o)

Thus we have to regard (y; ;) — (B, vij) — (Vi) = (7;(ED; vij)i)-
We need to verify that for any ¢ € I and j € J we get ¢;; = 5 ;.
Thus fix any ¢, j and z; € M; and compute

Vij(z) = mj (@%,b) (bz‘(fb‘z‘))
beJ

ael

By definition we have ¢;(z;) = (0q4,:%i), where the index runs over a € I.
Inserting this into the definition of @, ¢4 we continue

¢i,j($i) = Ty (Z@a,b(éa,ixi)> = Z‘pa,j(éa,ifi)
beJ

ael ael

If a # 4 then 64,2, = 0 € M, such that the respective summand
vanishes. It only remains the summand of a = i, which is given to be
@i j(0iix;) = @i j(x;). As x; has been arbitary this proves ¢; ; = ¢ ;
which had to be shown.

We now prove the claim in the remark to the proposition: that is we
consider ; := (¢;;) € @, mhom(M;, N;) and want to show that the
image of the corresponding map ¢ := (€P; i ;) is contained in P; N;.
Thus consider any x = (z;) € €, M; then we have to verify, that

y = p@) = <Z§0i,j($i)> e N,

iel jeJ

That is we have to verify that the support of y is finite. To see this let
us abbreviate the support of x by Q := supp(z) C I, which is a finite
set, as € @, M;. Then it is clear that the support of y satisfies the
following inclusions

supp(y) = {jGJ Z«m,j(fvi)#o}
el
C {jeJ|Fiel : ¢jlz;)#0}
C {jeJ|3iel : z;#0and ¢; ; #0}

{jGJ‘HiEQWith¢i7j#0}
| {supp(p:) | i € 2}
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However the latter is a finite (€2 is finite) union of finite (any supp(y;)
was assumed to be finite) subsets of J. Hence it is a finite set itself
which proves y € B, N; which had been claimed.

Proof of (6.15):

(i)

Let us write out the homogeneous decomposition 1 = >, 14. Then for
any homogeneous element h € H - say ¢ := deg(h) - we get

h=h1= Zh-ld

deD

Thereby h - 145 € A.pq according to property (4). But as h € H is
homogeneous we may compare coefficients (this is property (3)) to
find h =3, ;_.h-14. Yet D has been assumed to be integral, hence
c+d=c=c+ 0 implies d = 0. Thus for any h € H we have found
h = h-1p. Thus consider any f € A and decompose f = >, fq into
homogeneous elements. Then we compute

flo=> farlo=> fa=0

deD deD

as the f; € HU{0} are homogeneous. Thus we have proved f = f-1g
for any element f € A. In particular 1 =119 = 19 € Ap.

Clearly the kernel is an ideal @ := kn (¢) <; A of A, so we only have to
prove the graded property. First of all, it is clear that the submodules
0N Ay intersect trivially

@ndgn > andy] < An|) A = {0}
d#c d#c
Thus it remains to show that @ truly is the sum of the aN A;. Consider

any f € 0 and decompose f into homogeneous components f =", fq
where f; € Ayg. Then we get

0 = @(f) = > elfa)
deD

As ¢ was assumed to be graded, we have ¢(fy) € By again. Thus
comparing homogeneous coefficients in B we find ¢(fy) = 0 for any
d € D. And this again translated into f; € @ such that f; € anN Ag.
As f has been arbitary this also shows

@ = > andy

deD
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(iii) As @ <; A is an ideal and A is an R-algebra, @ <, A even is an
R-algebra-ideal. And hence the quotient A/Q is an R-algebra again.
And by construction we have 0+ ¢ hom(A/@). Let us now prove the
well-definedness of deg : hom(A/0) — D: suppose we are given g and
h € A such that g+0 = h+a € hom(A/a). Thatis f := g—h € a. Let
us now denote b := deg(g) and c := deg(h) and decompose f =", fq
(where f; € AN Ay by assumption). Then we find

g ifd=b fe+h ifd=c
S {8 iay —oren = S
deD{O ifd+#b = fd ifd#c
Now suppose we had b # ¢ then comparing coefficients we would find
g = fp € @ in contradiction to ¢ + @ € hom(A/a). Thus we have
deg(g) = b = ¢ = deg(h) and hence deg : hom(A/0) — D is well-
defined. We will now prove the identity

(A/a)d = Aat0y,

For the inclusion ” C” we are given some h + 0 € (A/0)4. If thereby
h4+a=0-+athen h € @ and hence h+a € (44+0)/0. If on the other
hand h 4@ # 0+ @ then we have deg(h) = d by assumption and hence
h € Aq. Altogether h+a € (A;z+0)/0 again. Conversely ” D7 consider
any h € Ay and any f € a. Then we have to show (h+ f)+a € (A/0)4.
If h=0then (h+ f)+a=0+0a¢€ (A/0)g is clear. And if A # 0 then
deg(h) = d by assumption such that (h + f) +a = h 4 @ is of degree
d, as well. Thus we have established the equality and in particular
(A/a)g is an R-submodule of A/a. Now consider g € A., h € Ay and
a, b€ . Then (g+a)(h+b) = gh+ (ah+ gb+ ab) € Aciqg + 0. And
as all these elements have been arbitary this also proves property (4)
of graded algebras, that is (4/0).(A/0)q C (A/0)ctq. Now

Ao = D AT,

deD

is easy to see: if we are given any f+0 € A/ then we may decompose
f =>4 fainto homogeneous components. Thereby f+a = > ,(f4+0).
This already yields ” C” and the converse inclusion is clear. Now fix
any c € D then it remains to prove

(Acha/a)ﬁ ZAd+a/a = {0+a)}
d#c

Thus consider any f + 0 contained in the intersection. In particular
that is f +a € (A. +@)/a and hence there is some f, € A, such that
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f+a= fc+0a. And likewise there are f; € Ay (where d # ¢) such that
f+a=>%4..fa+0a. Thus we find

a = fo=Y fo € 0 = @an4,

d#c deD

as @ has been assumed to be a graded ideal we can decompose a into
a =) ,aq where ag € ANAy. Comparing the homogeneous coefficients
of ain A we find f. = a. € AN A.. In particular f+a0= f.+a=0+4a,
which had to be shown.

Proof of (6.17):

(i)

(i)

(iii)

If h € Ag but h # 0 then the homogeneous decomposition b =) h.
has precisely one non-zero entry h = hy at ¢ = d (by comparing
coefficients). Thus deg(h) = max{ d } and this clearly is d.

If f € hom(A) with f € Ay then we have just argued in (i) that
deg(f) = max{d} = d. And likewise ord(f) = min{d} = d which
yields ord(f) = deg(f). Conversely suppose d := ord(f) = deg(f),
then we use a homogeneous decomposition f = _ f. again. By con-
struction, if ¢ < d = ord(f) or d = deg(d) < ¢ then f. = 0. Thus it
only remains f = f; € Ay and hence f € hom(A).

As ord(f) is the minimum and deg(f) is the maximum over the com-
mon set {d € D | fg # 0} it is clear, that ord(f) < deg(f). Now let
a :=deg(f) and b := deg(g). Then (by construction of the degree) the
homogeneous decompositions of f and g are of the form

f=> f and g=> g4
c<a d<b

Thus the product fg is given by a sum over two indices ¢ < a and
d < b. Assorting the (¢, d) according to the sum ¢ + d we find that

Fo =D fe |l | Doga| =D fega =D D fega

cla d<b c<a d<b e€D c+d=e

Note that thereby f.gq € Acrq = Ae. Thus we have found the ho-
mogeneous decomposition of fg again. But as D was assumed to be
positive ¢ < a and d < b implies e =c+d < a+d < a+b. Thus the
homogeneous decomposition is of the following form

fo = > (Z fcgd>

e<a+b \ct+d=e

278



And this of course means deg(fg) < a+b = deg(f)+deg(g). The claim
for the order can be shown in complete analogy. Just let a := ord(f)
and b := ord(g). Then f and g can be written as

F=Y f and g=> ga

cza d>b

Thus in complete analogy to the above one finds that the homogeneous
decomposition of fg is of the following form (which already yields
ord(fg) > a+b=ord(f)+ ord(g))

fo = > <Z fcgd>

e>a+b \c+d=e

We commence with the proof given in (iii), that is a = deg(f) and
b = deg(g). In particular f, # 0 and g, # 0. But as A is now assumed
to be an integral domain this yields f,g, # 0. We have already found
the homogeneous decomposition of fg to be

fg = > (Z fc9d>

e<a+b \ct+d=e

So let us take a look at the homogeneous component (fg),+p of degree
a+be D. Given any ¢ < a and d < b we get the implication

c+d=a+b = (¢,d)=(a,b)

Because if we had ¢ # a then ¢ < a and hence c+d < a+d < a+ b,
as D was assumed to be strictly positive. Likewise d # b would imply
c+d < a+bin contradiction to ¢+ d = a+b. Thus the homogeneous
component (fg)q+p is given to be

(fg)aer = Z fcgd = fagb 7é 0

ct+d=a+b

In particular we find deg(fg) > a + b = deg(f) + deg(g) and hence
deg(fg) = deg(f) + deg(g). By replacing the above implication with
c¢>a,d>band c+d = a+bimplies (¢,d) = (a,b) the claim for the
order ord(fg) = ord(f) + ord(g) can be proved in complete analogy.

As D is strictly positive it already is integral, according to (6.5.(iii)).
Hence by (6.15.(i)) we already know 1 € Ay and hence deg(1) = 0 ac-
cording to (i). And as 1 is homogeneous we also get ord(1) = deg(1) =
0, according to (ii). Now suppose f € A* is an invertible element of
A. Then we use (iv) to compute

0 = deg(1) = deg(ff™") = deg(f) +deg(f )
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0 = ord(1) = ord(ff™) = ord(f) +ord(f ")

And as ord(f) < deg(f) and ord(f~!) < deg(f~!) (due to (iii)) the
positivity of D can be used to find the following estimates

0 = ord(f)+ord(fY) < deg(f)+ord(f )

< deg(f) +deg(f7) = 0

In particular we find ord(f) + ord(f~1) = deg(f) + ord(f~!). Adding
ord(f) this equation turns into ord(f) = deg(f) and by (ii) again this
means that f € hom(A) is homogeneous.

Proof of (3.26):

(i)

(iii)

Because of (D1) (that is x € T = T F x) we have the obvious
inclusions S € T" C (T'). That is we have T'F S. If now x € M with
Sk x, then by (D2) we also get 7'+ 2. And this is just a reformulation
of the claim (S) C (T').

We will first prove (S') = ({ P € sub(M) | S C P }. For the inclusion
7 C” we are given any x € (S). Then we need to show that for any
P € sub(M) with S C P we get x € P. As P € sub(M) there is some
T C M with P = (T). Then S C P translates into S C (T"), which
is T + S. Together with S + x now property (D2) implies T F .
And this is x € (T') = P, which had to be shown. Conversely for
7 D7 we are given some x € M such that for any P € sub(M) we
get S € P = x € P. Then we may simply choose P := (S),
then S C P is satisfied due to (D1). Thus by assumption on x we get
x € P ={(S), which had to be shown.

Thus let us now prove P = (P), where we abbreviated P := (S'). The
inclusion ” C” is clear by (D1) again. And by what we have shown,
we have (P) ={Q € sub(M) | P C Q}. But as P € sub(M) with
P C P this trivially yields (P) C P, the converse inclusion.

(a) = (c): by assumption there is some s € S such that S\{s} I s.
Due to (D3) there is some finite subset Ss C S\ { s } such that S, - s.
Now let Sy := SsU{ s}, then Sy is finite again, as #S5y = #55+1 < o
and So\{ s } = Ss. In particular Sp\{ s } - s, that is Sp is Fdepenedent.
(¢) = (b): consider S € S C T, by assumption there is some
s € Sp such that Sy \{ s} F s. However Sy\{s} C T'\{s}, such that
by (i) we also get T\ { s } F s. That is T is Fdependent. (b) — (a)
finally is trivial, by letting T := S.
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(iv)

(a) = (b): suppose S was Fdependent, that is there was some s € S,
such that S\ {s} Fs. As S C T we also have S\ {s} C T\ {s},
hence we find S\ {s} I s due to (i). But as also s € S C T this is
a contradiction to 7" being Findependent. (b) = (c) is trivial (a
finite subset is a subset). (¢) = (a): suppose there was some z € T’
such that T\ {z } F 2. Then by (D3) there would be a finite subset
T, C T\ {«} such that T,, - . Now let Ty := T,, U {x }, then Tj is
finite again, as #7Ty = #1, + 1 < co. Also Ty \ {z } = T, F «, that is
Ty is Fdependent in contradiction to (c).

(a) = (b): clearly S C T := SU{x}, such that S is Findependent
by assumption (a) and (iv). Now suppose we had S - z, then clearly
T\{xz} =S F z That is T is dependent in contradiction to the
assumption. (b) = (a): if we had = € S, then by property (D1) also
Sk z, in contradiction to the assumption. Now suppose that SU{ z }
was Fdependent. That is there would be some s € S U {x } such that

S = (Su{m})\{s} - s

We now distinguish two cases: (1) if s = x then S’ = S and thereby we
would get S = S'F s = x, a contradiction to S I/ z. (2) if s # x then
s€ SU{x} implies s € S. Now let R:= S\{s}, thatis S=RU{s}
and S’ = (SU{z})\{s} =RU{x}. This again means

S\{e} = R = S\{s)

As S is Findependent we now have S"\ {z} = S\ {s} I/ s. Because
ofx € 8, S+ sand S"\ {z} /s property (D4) implies

S = (S\{s})u{s} - (S/\{x})u{s} e

This is a contradiction to S I x again, thus in both cases we have
derived a contradiction, that is S U {z } is Findependent, as claimed.

Let us abbreviate the chain’s union by 7" := | J, S; and suppose T" would
be Fdependent. Then by (iii) there would be a finite subset Ty C T,
such that Ty is Fdependent, already. Say Tp = { x1,...,n, }, where for
any k € 1...n we have z € Sy for somei(k) € I. As {S;|i€l}is
totally ordered under C, so is the finite subset {Si(k) |kel...n }
Without loss of generality we may assume, that Sj(,) is the maximal
element among the Sj;). Hence we find z € Sj) € Sjp) for any
k € 1...n and this again means To C S;,,). Yet as Ty was -dependent
this implies, that S;(,,) is Fdependent (by (iii) again), a contradiction.
Hence T is Findependent, as claimed.
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(vii)

(viii)

Not surprisingly we will prove the claim using a zornification based on
Z = {PCM|SCPCT,Pistindependent }

Of course Z is non-empty, as S € Z, and it is partially ordered under
the inclusion relation C. Due to (vi) any ascending chain (S;) admits
an upper bound, namely 7' := (J; S; € Z. Thus by the lemma of
Zorn Z contains a maximal element B. Because of B € Z we have
S C B C T and B is Findependent. Now suppose there was some
x € T with B t/ x. However, as B is Findependent and B t/ x, we
find by (v) that even B U {x} is Findependent. But as x ¢ B we
have B ¢ BU{x} C T. Thus we have found a contradiction to the
maximality of B. This contradiction can only be solved, if T C (B).
And using (i) and (ii) we thereby get M = (T') C ((B)) = (B) C M.
Altogether B is | independent and M = (B) - it is a Fbasis.

First suppose * = b, then B’ = B and hence there is nothing to
show. Thus assume z # b. The proof now consists of two parts:
(1) as B\ {b} € B C (B') and B’ I b by assumption, we have
B=(B\{b})u{b} C (B’'). And thereby M = (B) C ((B')) =
(B"Y C M, according to (ii). That is M = (B’). (2)as B\{b} C Bis
a subset and B is Findependent, so is B\{ b }, due to (iv). Now suppose
B\ {b}F z, then we would get B’ = (B\{b}H)u{z} C (B\{b}).
And hence b € M = (B') € ((B\{b})) = (B\{b}), according
to (1) and (ii) once more. But this is B\ {b} F b in contradiction
to the Findependence of B. Thus we have B\ {b} t/ x, as B\ {b}
also is Findependent (v) now implies, that B’ = (B\ {b})U{z} is
FHndependent. Combining (1) and (2) we found that B’ is a Fbasis.

(a) = (b): M = (B) is clear by definition of a tbasis. Now
consider some subset S C B, that is there is some z € B, with = &€ S.
As B is Findependent and x € B we get B\ {z } I/ x, in other words
x ¢ (B\{x}). Andas S C B\{x} (i) implies z ¢ (S). In particular
(S) # M, as claimed.

(b) = (a): as M = (B) by assumption it only remains to verify the
Findependence of B. Thus assume, there was some x € B such that
S:=B\{z}Fxz. AsS C (S)and z € (S), we have B=SU{xz} C
(S). And thereby M = (B) C ((S)) = (S) € M according to (ii).
This is M = (S') even though S C B, a contradiction.

(a) = (c): suppose B is a Fbasis, that by definition B already is
Findependent. Thus suppose B C S5, that is we may choose some
s€S\B. Asse M =(B)weget BFs. Andas B C S\ {s} (i)
also yields S\ { s} F s. That is S is - dependent, as claimed.
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(c) = (a): as B is assumed to be Findependent, it remains to show
M = (B). Thus suppose we had (B) C M, that is there was some
s € M such that B t/ s. Then by (v) we find that S := BU{s} is
independent, as well - a contradiction.

Let us denote m := |A| and n := |B|, then we need to show m = n. In
the proof we will have to distinguish two cases: (I) m or n is finite and
(IT) both m and n are infinite. We will deal with (I) in the following
steps (1) to (4), whereas (II) will be treated in (5)

(1)

Without loss of generality we may assume m < n (interchanging
A and B if not). Then M is finite by assumption (I), let us denote
the elements of A by A = {z1,...,2,, }. Thereby let us assume
that z1,...,zp € B and xg41,..., 2, € B for some k € IN [note
that for £ = 0 thisis A C B and for kK = m this is AN B = ().
In the case k = 0 we may skip steps (2), (3) and let A®) .= A,
immediately proceeding with (4).

As A is abbasis of M, it is a minimal Fgenerating subset, by (ix).
That is ({ z2,...,2m } ) # M = (B). Hence there is some point
be Bsuchthatb & ({za,...,xm }) [aselse B C ({xo,...,2m })
and hence M = (B) C (({xa,...,xm})) = {z2,...,2m }),
according to (ii), a contradiction]. For this b € B let us define

A = (Au{b})\{xl} = {bas...,7m}

Then A’ is Findependent [as A is Findependent, the same is true
for {xa,...,2py }. And due to {xa,..., 2, } /b (v) implies, that
A’ is independent]. Next we find that A’ - z; [because if we had
A’ t/ 21 then - using (v) and the fact that A’ is Findependent -
A" U {x1} would be Findependent, too. However this is untrue,
as (A U{x1})\{b} = AF b]. Therefore A’ even is a basis [as
A"+ z1 we have 1 € (A") and clearly A\ {x1} C (A"), such
that A = (A\{z1})U{z1} C (A"). Combined with (ii) this
yields M = (A) C ((A")) = (A") C M, that is (A) = M and
the Findependence of A’ has already been shown].

In (2) we have replaced z1 € A by some b € B to obtain another
Fbasis A" := (AU{b})\ {x1} = {b,x2,...,2; }. That is: ven-
turing from A to A’ we have increased the number of elements in
A'NB by 1 (with respect to ANB). Iterating this process k times
we establish a Fbasis A% = {by, ... by, Tps1,. .. ,Tm } C B.

From the construction it is clear, that |[A’| < m <n = |B|. On
the other hand - as B is a Fbasis, A’ C B and M = (4’) - item
(ix) now implies that A’ = B. And thereby n = |B| = |A'| < m,
as well. Together this is m = n as claimed.
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(5) It remains to regard case (II), that is m and N are both infinite.
As B C M = (A) we obviously have A - b for any b € B. Thus
by property (D3) there is a subset A, C A such that #A4;, < oo
is finite and Ay F b already. Now let

A* = UAb C A
beB

Then for any b € B we have A, C A* and hence A* - b, due to
(i). That is b € (A*) for any b € B and hence B C (A*). Thus
by (i) and (ii) again we get M = (B) C ((A*)) = (A4*) C M,
such that M = (A*). Now, as A is a Fbasis, if we had A* C A,
then (ix) would yield M # (A*), a contradiction. This is A = A*
and hence we may compute

Ja

beB

Al = < D A4l < |BxN| = |B]

beB

Hereby | B x IN| = | B| holds true, as B was assumed to be infinite.
Thus we have found m < n and by interchanging the roles of A
and B we also find n < m, which had to be shown.

(xi) As S is independent, S € M and M = (M) we get from (vii) that
there is some Fbasis A of M, with S € A C M. Thus by (x) we
already obtain the claim from |S| < |A| = |B].

(xii) (b) == (a) has already been shown in (x), thus it only remains to
verify (a) = (b): thus consider any Findependent subset S C M
with |S| = |B|. As before [S is independent, S C M and M = (M)
now use (vii)] there is some Fbasis A of M, with S € A C M. Thus
by (x) we find |B| = |S| < |A| = |B|. That is |A| = |S| = |B|] < o
which was assumed to be finite. In particular S is a subset of the
finite set A, with the same number of elements #S5 = #A. Clearly
this means S = A and in particular S is a Fbasis of M.

Proof of (3.30):

(i) (D1): consider an arbitary subset X C M and x € X. Then we find
X  x simply by choosing n := 1, z; := x and a; := 1, as in this case
ayrx; = lx = z. (D2): consider any two subsets X, Y C M such that
Y F X and X F z. Thus by definition there are some n € N, z; € X
and a; € R such that x = a121 + - + an,x,. But as x; € X and
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Y F X there also are some m(i) € N, y; ; € Y and b; ; € R such that
T = bi1yin + -+ bim(i)Yim(;)- Combining these equations, we find

n m(j)

n
ro= > ww = Y abijyi
i=1

i=1 j=1

In particular this identity yields Y F 2, which had to be shown. (D3):
consider an arbitary subset X C M and z € M such that X + =x.
Again this means x = a1z + -+ + anx, for sufficient x; € X and
a; € R. Now let Xo:={z1,...,2,} € X. Then X clearly is a finite
set and X F z, by construction. As (D1), (D2) and (D3) are satisfied,
we already obtain (iii), (iv) and (v) from (3.26).

The identity (X ) = {z € M | X F 2} = lhr(X) is obvious from the
definitions of the relation F and the linear hull Thz(X). And the iden-
tity lhr(X) = (X )m has already been shown in (3.11).

(b) = (a): we first prove that B is a generating system of M: Thus
consider any € M, by assumption there is some (x;) € R®P such
that @ = >, zpb. Now let Q := {be B |z, #0}. Then Q@ C B is
finite and we further get

r = Zwbb = Zajbb € lhg(B)

beB beQ

As x has been arbitary that is M C lhg(B) = (B)m. Let us now
prove that B also is R-linear independent: thus consider some finite
subset 2 C B and some a; € R (where b € Q) such that » ;. apb = 0.
Then for any b € B\ Q we let a; := 0 and thereby obtain

dah = D ah = 0 = ) 0b

beB beQ2 beB

Due to the uniqueness of this representation (of 0 € M) we find ap = 0
for any b € B. And in particular a; = 0 for any b € 2. By definition
this means that B truly is R-linearly independent.

(a) = (b): Euwistence: consider any x € M, as M = (B )y, = lhr(B)
there are a finite subset @ C B and a; € R (where b € Q) such that
T = pcqapb. Now let zp := ap if b € Q and 23 := 0if b € B\ Q.
Then (z3) € R®5 and we also get

r = Zabb = beb

beQ beB
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Uniqueness: consider any two (x3), (1) € R®P representing the same
element >, xpb = >, ypb. Now let Q :={be B |z, #0, or y, #0}.
Then 2 C B is finite and we clearly get

0 = Z(xb—yb)b = Z(xb—yb)b
beB beQ

Yet as B is R-linearly independent, this means x;, — 3, = 0 for any
b € Q and hence x, = yp for any b € B (if b & €, then x, = 0 = y).
But this already is the uniqueness of the representation.

Proof of (3.31):

(i)

By (3.30) I already satisfies (D1), (D2) and (D3). Thus it only remains
to prove (D4) and we will already do this in the stronger form given
in the claim. That is we consider z € X and X F y. By definition
of - this is y = a1x1 + -+ + anx, for some a; € S and z; € X. Of
course we may drop any summand with a; = 0 and hence assume
a; # 0 for any ¢ € 1...n. As y # 0 we still have n > 1. Now let
X' := (X\{z})U{y} (that is we have to show X’ I- x) and distinguish
two cases: (1)ifz & {z1,...,2, fthen{z1,...;2,} C X\{2z} C X'
and in particular X’ b 2. (2) if x € {x1,...,2, } we may assume
xr = x1 without loss of generality. Now let b; := —aflai € S (for
any i € 2...n), then z = 21 = al_lalxl = byxog + --- + bpx,. And
as {xg,...,xp,} € X\ {2z} C X’ this implies X’ - z. Thus we
have proved the claim in both cases. From this property we can easily
derive (D4): suppose z € X, X -y and X \ {z } I/ y. Then y # 0, as
even () - 0 and hence X \ {z } - y. Thus we may apply this property
to find X’ F 2, which had to be shown.

(b) = (a): suppose there was some x € X such that X \ {z } F x.
So by definition there would be some elements z; € X \ {z} and
a; € S (where i € 1...n) such that x = a1z + -+ + apx,. Now let
xg := « and ag := —1, then we get z; € X for any ¢ € 1...n and also
aoxro + a1x1 + -+ + apxy, = 0. But as ap # 0 this means that X is
S-linear dependent, a contradiction. Thus there is no such x € X and
this is the Findependence of X.

(a) = (b): suppose there were some (pairwise distinct) elements
x; € X and a; € R (where i € 1...n) such that (without loss of
generality) a1 # 0 and a121 + -+ + apzy, = 0. As a1 # 0 we may let
b; := —a,l_lai fori e 2...n. Then z1 = al_lala:l = boxo + -+ + by,
and hence {za,...,zp} F x1. As {z9,...,2zp,} C X \ {z} this
yields X \ {z; } F x1, that is X is Fdependent, a contradiction. Thus
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(iii)

there are no such z; and a; and this again means, that X is S-linearly
indepenendent.

As (B) = lhg(B) S-generation and F-generation are equivalent no-
tions. And in (ii) we have seen that Fdependence and S-linear depen-
dence are eqivalent, too. In particular we find (a) <= (b) according
to the respective definitions of S-bases and Fbases. And the equiva-
lencies (a) <= (¢) <= (d) have already been proved in (3.26.(ix)).
Finally the we have already shown (b) <= (e) in (3.30.(vi)).

This is just a reformulation of (3.26.(v)) in the light of (ii). Likewise
(v) resp. (vi) is just the contant of (3.26.(vii)) resp. (3.26.(x)) using
the equivalencies (a) <= (b) of (iv). Finally (vii) and (viii) are
repetitions of (3.26.(xi)) and (3.26.(xii)) respectively. All we did was
bringing the definition of the dimension into play.

Proof of (2.4):

(i)

(iii)

Let us abbreviate Ul := |J.A, as A is non-empty there is some 0 € A.
And as @ <; R is an ideal we have 0 € @ € A and hence 0 € W. If now
a, b € U then - by construction - there are @, b € A such that a € @
and b € b. As A is a chain we may assume @ C D and hence a € b,
too. Therefore we get a +b € b and —a, —b € b, such that a + b, —a
and —b € U again. And if finally » € R then ra € @, such that ra € Wl.

Let Z = {b < R|a C b;«éR}, then Z # () since 0 € Z. Now let
A C Z be a chain in Z, then by (i) we know that  := |JA < R
is an ideal of R. Suppose I = R, then 1 € Ul and hence there would
be some b € A4 with 1 € b. But as b <; R is an ideal this would
mean b = R in contradiction to b € A C Z. Hence we find I € Z
again. But by construction we have b C U for any b € A, that is U
is an upper bound of A. Hence by the lemma of Zorn there is some
maximal element M € Z*. It only remains to show that M is maximal:
as M € Z it is an non-full ideal M # R. And if R #D <; R is another
non-full ideal with m C B then @ € m C b implies b € Z. But now it
follows that b =m sincem e Z*, b€ Z andm C b.

Let a € R* be a unit of R and M <; R be a maximal ideal. Then
a¢gm, aselsel =a'a € mand hence M = R. From this we get
R* C R\ |Usmax R. For the converse inclusion we go to complements
and prove R\ R* C (Jsmax R instead. Thus let a € R be a non-unit
a ¢ R*, then 1 ¢ aR and hence aR # R. Thus by (i) there is a
maximal ideal M <; R containing @ € aR C M C Jsmax R. Thus
we also have a € | Jsmax R which had to be proved.
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(iv) If R = 0 is the zero-ring, then R = {0} is the one and only ideal of R.
But as this ideal is full, it cannot be maximal and hence smax R = ().
If R # 0 then a:= {0} is a non-full ideal of R. Hence by (ii) there is
a maximal ideal M € smax R containing it. In particular smax R # ().

d

Proof of (2.5):

e (a) = (o)
If @ < R/m is an ideal, then by the correspondence theorem it is of
the form @ = a/m for some ideal @ <; R with m C a. But as M is
maximal this means @ = M or @ = R. Thus we have @ = {0+ m} (in
the case @ =m) or @ = R/M (in the case @ = R).

e (c) = (b)
R/m is a non-zero (since M # R) commutative ring (since R is such).
But it has already been shown that a commutative ring is a field if
and only if it only contains the trivial ideals (viz. seciton 1.5).

e (b) = (d)
Let a ¢ m, this means a +M # 0+ M. And as R/M is a field there is
some b € R such that b+ M is inverse to a + M. That is

ab+Mm = (a4+m)(b+m) = 14+m

Therefore there is some m € M such that 1 = ab+m € aR + M and
hence we have truly obtained aR + M = R.

o (d) = (a)
Suppose 0 <; R is some ideal with m C (. We want to show that m
is maximal hence if @ = M then we are done. Else there is some a € @
with a ¢ M. Hence we get aR+M = R. But asac€ @and m C 0 we
get R=aR+mMm C a C R.

Proof of (2.6):

e - (a) = - (b): by assumption — (a) there is some maximal ideal
m < R such that j € M. Hence we have M + jR = R such that is
there is some b € R (let a := —b) such that 1 —aj =1+bj=1¢€ R*.

e = (b) = = (a): by assumption = (b) there is some a € R such that
1—aj ¢ R*. That is (1 —aj)R # R is a non-full ideal and hence there
is a maximal ideal M <; R containing it 1 —aj € (1 —aj)R C M by
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(2.4.(i1)). If we now had j € JACR C m then also aj € M and hecne
we would arrive at the contradiction

1=(1-aj)+aj em

e (a) = (b): if j €@ C JACR then we let a := —1 and as we have
just proved above this yields 1 4+ j =1 — aj € R* and hence (b).

e (b) = (c): first of all we have 1 € 1+ @ since 0 € 0. Now consider
any a = 1+jand b =14k € 1+ 0, that is j and £k € . Then
ab=14 (j+ k+ jk) € 1 + a0 again, as j + k + jk € 0. Further we get

(I+)A-1+5)7") = Q+5)-j=1

which implies a1 = (1 4+ 5)7! =1 — (1 +5)~!j. And hence we also
have a=! € 14 @, since —(1 +j)~'j € @ due to j € a.

e (c) = (a): fix j € @ and consider any a € R. Then we also get
—aj € @ and hence 1 —aj € 1 +0 C R* by assumption. But as we
have alredy proved above 1 —aj € R* for any a € R means j € JACR.

O

Proof of (2.9):

e (a) = (Db): consider a, b € R such that 0+p = (a+P)(b+p) = ab+D.
That is ab € p and as P is assumed to be prime this implies a € P or
b € p. This again means that a +p=0+pP or b+ = 0+ P and hence
R/p is an integral domain. But R/p # 0 is clear, since p # R and
hence 1 +p # 0+ p.

e (b) = (c): since R/P # 0 is non-zero we have 1 +pP # 0+ P or in
other words 1 ¢ P which already is (1). Now let w, v € R\ P, then
u+P#0+Ppand v+ P #0+p. But as /P is an integral domain this
then yields uv + 9P = (u+P)(v +P) # 0+ P. Thus we also have uv & p
which is (2).

e (c) = (a): since 1 € R\ P we have p # R. Now consider a, b € R
with ab € p. Supposed we had a ¢ p and b € P then a, b € R\ p and
hence ab € R\ P, a contradiction. Thus we truly have a € p or b € .

e (a) = (d): consider two ideals @, b < R such that ab C p. Suppose
neither @ C P nor b C p was true. That is there would be a € @ and
beb witha, b p. Then ab € ab C p. But as P has is prime this
yields @ € p or b € P, a contradiciton.
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e (d) = (a): consider a, b € R with ab € p. Then we let @ := aR and
b:=bR. Then ab = abR C p by (1.37), hence we finda € aR =0 C P
or b € bR =0 C p by assumption. As we have also assumes P # R,
this means that P is prime.

Proof of (2.7):

Let i # j € 1...k, then m; C m; would imply m; = m; (since m; is
maximal and M; # R). Hence there is some a; € M; with a; ¢ M;. And as
we have just seen in (2.5) this means a; R +M; = R. But as a; € M; we find
R=aR+m; Cm+m; C R. Hence the M; are pairwise coprime. And
the second claim follows from this, as we have proved in (1.39.iv).

Hence it remains to prove the third statement, i.e. the strict desent of
the chain m; D MMy D ... D My...M;. To do this we use induction on
k (the foundation k& = 1 is trivial), and let @ := My ... M, and M := My .
For any i € 1...k there are a; € M; such that a; ¢ M again. Now let
a:=aj...a €0. Then a ¢ M, as maximal ideals are prime (see the remark
to (2.9) or (2.19) for a proof) and hence a = aj...a;r € M would imply
a; € M for some ¢ € 1...k. In particular ¢ € am C M, that is we have found
the induction step

a € (Mp...me)\ (M. meMgyq)

Proof of (2.11):

(i) We will prove the statement by induction on k - the case k = 1 being
trivial. So let now £ > 2 and let @ := a1 ...ax_1 and b := ag. Then
ab=aj...ax_1ax € P, but as P is prime this impliesa € por b € p. If
b € p then we are done (with ¢ := k). If not then a = a1 ...a5_1 € P,
so by induction hypothesis we get a; € p for some i € 1...k — 1.

(ii) Analogous to (i) we prove this statement by induction on k - the case
k = 1 being trivial again. For k > 2 we likewise let 0 := 07...05_1
and b := ;. Then ab C p implies @ € por b C p due to (2.9). If
b C p then we are done with i := k. Else @ C P and hence 0; C p for
some ¢ € 1...k — 1 by induction hypothesis.

(iii) Let us choose a subset I C 1...n such that @ is contained in the union
of the b; (i € I) with a minimal number of elements. That is

C(QUbi

i€l
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VJCl..n:aC | b = #I<#J
ieJ
It is clear that this can be done, since J = 1...n suffices to cover
0 and the number of elements is a total order and hence allows to
pick a minimal element. In the following we will prove that I contains
precisely one element. And in this case I = {i} we clearly have @ C b;
as claimed. Thus let us assume #I > 2 and derive a contradiction:
consider some fixed j € I, as I has minimally many elements we have

a ¢ U b;
jAiel

That is there is some a; € @ such that a; ¢ b; for any j #i € I. In
particular we find a; € b;, as the b; (i € I) cover 0. Let us pick one
such a; for every j € I. If #I = 2 then we may assume I = {1,2}
without loss of generality. As a; and as € 0 we also have a1 + as € Q.
Suppose we had aj + az € b1 then ay = (a1 + a2) + (—a1) € by as
well, a contradiction. Likewise we find that a; + as € 0. But now
a1 +as € @ C by Uby provides a contradiction. Hence #I = 2
cannot be. Now assume #I > 3, then by assumption there is some
k € I such that By is prime. Without loss of generality (that is by
renumbering) we may assume I = 1...m and Dy to be prime. As any
a; € @ we also have a; + as...a,, € 0. Suppose a; + as...a, € b;
for some i € 2...m, then a1 = (a1 +az...am) + (—az...ay) €H;
too, a contradiction. And if we suppose a; + as...a,, € b then
as...am = (a1 +as...an) + (—a1) € by too. As by is prime we find
a; € by for some i € 2...m due to (i). But this is a contradiction,
altogether a; + as .. . ay, is contained in @ but none of the b; fori eI,
a contradiction. Hence the assumption #I > 3 has to be abandoned,
which only leaves #1I = 1.

d

Proof of (2.13):

e We will first show the well-definedness of spec(p) - it is clear that
0o 1(q) ={a€ R|y¢(a) €q} is an ideal in R. Thus it only remains
to show that ¢~1(q) € X truly is prime. First of all p~(q) # R as
else 1 € ¢~ 1(q) and this would mean 1 = ¢(1) € q. But this is absurd,
as  is prime and hence § # S. Hence we consider ab € ¢~1(q),
ie. p(ab) = p(a)p(b) € 4. As § € Y is prime, this yields p(a) € § or
©(b) € q, that is a € ¢ 1(q) or b € p~1(q) again.

e Next we will show that for any a € R we have (spec @)1 (X,) = Y, ().
But this is immediate from elementary set theory, since

(specy) ™ (Xa) = {q€Y|ag o™ (@} = Yo
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e Likewise (spec)(V(D)) € V(¢~1(b)) is completely obvious, once we

translate these sets back into set-theory, then we have to show

{e7@Ibcqey} c {peX|e(®) cp}

Thus we have to show that b C q € Y implies ¢~ 1(0) C ¢71(q) € X.
But b C q clearly implies ¢~ 1(0) C »~1(q) and we have just proved,
that »~1(q) € X as well.

Finally it remains to prove (spec )1 (V(a)) = V({x(a));). So let us
first translate the claim back into elementary set-theory again

{qeviace @) = {9eY @ Cq}

But by definition we have »=1(q) = {a € R| p(a) € q}, and hence
the inclusion @ C ~1(q) trivially implies (@) C q and vice versa.

O

Proof of (2.14):

(i)

(i)

(iii)

First of all @ := ()P is an ideal of R, due to (1.30). And if we pick
any P € P thend C p. As 1 &P we also have 1 € @ and hence @ # R.
Now let

U = R\a = [J{R\p|peP}

Then 1 € U as we have just seen. And for any u, v € U there are D,
q € P such that u € R\ p and v € R\ . But as P is a chain we
may assume P C § and hence v € R\ § C R\ D, as well. Aspisa
prime ideal R \ P is multimplicatively closed, so u, v € R\ P implies
uv € R\ P and hence uwv € U. That is U is multiplicatively closed and
hence @ is a prime ideal.

Clearly P is partially ordered under the inverse inclusion relation ” 27
(as P # ). Now let O C P be a chain in P, then by (i) we know that
p:=(O < Ris prime. Now pick any § € O, then as p C ¢ and the
assumption on P we find p € P. Hence P is a D -upper bound of O.
And by the lemma of Zorn this yields that P contains a O -maximal
element P,. But clearly O-maximal is C-minimal and hence p, € P.

Let us take Z := {p € spec R | condition(p) }, then Z is partially or-
dered under the inverse inclusion ” 27 of sets. In any case Z # () is
non-empty: if we imosed none then by assumption R # 0 and hence
R has a maximal (in particular prime) ideal due to (2.4.(iv)). If we
imposed p C ¢ then q € Z. If we imposed @ C P then by assump-
tion @ # R and hence there is a maximal (in particular prime) ideal
M containing @ C M due to (2.4.(ii)) again. Finally if we supposed
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a C p C qthen we assumed @ C § and henceJ € Z. Now let P C Z
be any chain in Z and P := (P. Then by (i) P is a prime ideal of R
again. Also @ C p and p C q are clear (if they have been imposed).
Hence p € Z is an upper bound of P (under D). And hence there
is a maximal element P, € Z* by the lemma of Zorn. But as p, is
maximal with respect to O it is minimal with respect to C.

(iv) By assumption @ C ¢ and (iii) there is some prime ideal P, minimal
among the ideals p, € {p €specR|a C p C ¢}, and in particular
@ € p, Cq. It remains to prove, that p, also is a minimal element
of {p €specR |0 C p}. Thus suppose we are given any prime ideal
pwitha € pand p C p,. Then in particular p € q and by the
minimality of P, this then implies p = P,. Thus P, even is minimal in
this larger set.

(v) Let us take Z := {b <G R|aCHC R\U}7 then Z is partially
ordered under ” C”. Clearly Z # () is nonempty, since 0 € 7, as
we have assumed AN U = (). Now let B C Z be any chain in Z,
then ¢ := [JB is an ideal, due to (2.4). And if we pick any b € B
then @ € b C ¢ and hence @ C ¢. And if b € ¢ then there is some
beB C Zsuchthat beb C R\ U. Hence we also find ¢ € R\ U
such that ¢ € Z again. That is we have found an upper bound ¢ of B.
Hence there is a maximal element b* € Z by the lemma of Zorn. Now
let p € Z* be any maximal element of Z. Asp C R\U and 1 € U
we have 1 € p such that p # R is non-full. Now consider any a, b € R
such that ab € p but suppose a € p and b € p. As we have p C p+aR
and P € Z* is maximal we have (p +aR) ¢ R\ U. That is we may
choose u € (p+aR)NU. That is u = p+aa for some p € p and o € R.
Analogously we can find some v = ¢+ b € (p+bR)NU with ¢ € p
and § € R. Thereby we get

ww = (p+aa)(qg+pb) = pg+aaq+ Bbp+afab € P

since p, ¢ and ab € p. But as U is multiplicatively closed and u, v € U
we also have uv € U. That is uv € PN U, a contradiction to p € Z.
Hence we have a € p or b € p which means that P is prime.

Proof of (2.17):

(i) First of all @ C @ : b, because if a € 0 then also ab € @, as @ is an
ideal. Next we will prove that @ : b <; R is an ideal of R. It is clear
that 0 € 0 : b since 0b = 0 € 0. Let now p and ¢ € @ : b, that is pb
and gb € a. Then (p+ ¢q)b =pb+gb € a, (—p)b = (—pb) € @ and for
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any a € R we also get (ap)b = a(pb) € @ which means p + ¢, —p and
ap € @ : b respectively.

First of all @ C v/, because if a € @ then for k = 1 we get a* =a € a.
Next we will prove that v/ <;R is an ideal. It is clear that 0 € @ C /.
Now let @ and b € V@ that is a* € a and ¥ € a for some k, | € IN.
Then we get

kot
_ k+ l) aibt=ip 3 (k + l) Ly
; i , i
=0 1=k+1
Mk N
— Z < + >aibk+li " Z (k + > kgl
izo \ ' o\
LT AN Ll
= Z R Pl R Z )a?t' 7 ) o
i—o \ ! S \kt

As all these elements are contained in @ again, we again found a + b,
—a and ab € v/A. Thus it remains to prove that V@ is a radical ideal.
Thus let a € R be contained in the radical of /@, that is ak e Va for
some k € IN. And hence there is some I € IN such that a* = (a*)! € a.
But this already means a € v/@ and the converse inclusion is clear.

Ifac0:bthen abc @ C D and hence a € b : b again. Likewise if we
are given a € /0 then there is some k& € IN such that a* € @ C b and
hence a € VD already.

Ifle R=0:bthenb=1b€ a. And if b € @ then for any a € R
we have ab € 0, since (0 is an ideal. But this also means 0 : b = R.
Now let p be a prime ideal of R, if b € P then we have alredy seen
p:b= R. Thus assume b ¢ p. Then a € P : b is equivalent to ab € p
for any a € R. But as P is prime this implies a € p or b € p. The
latter is untrue by assumption so we get a € p. That is we have proved
p: b C p and the converse inclusion has been proved in (i) generally.

If) #A C srad R C ideal R, then the intersection [].A <; R already
is an ideal of R due to (1.30). Thus it remains to show that () .A4 is
radical. Let a* € (A, that is a* € a for any a € A. But as @ is radical
we find that a € @. As this is true for any 0 € A we found a € () A.
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(v) Consider any a € R, then a is contained in the intersection of all a; : b
iff a €@;:bfor any ¢ € I. And this again is equivalent to ab € @; for
any ¢ € I. Thus we have already found the equivalence

aeﬂ(ai:b) — abeﬂai — a6<ﬂ0i>:b

el iel i€l

Proof of (2.18):
(¢) < (a) is trivial and so is (a) = (b). For the converse implication
it suffices to remark, that @ C /@ is true for any ideal @ <; R (as a € @
implies @ = a' € @). Thus we prove (a) = (d): Let b+ @ be a nilpotent
of R/a, that is b* +a = (b + a)* = 0+ a for some k¥ € N. This means
b¥ € 0 and hence b € Va C a by assumption. And from b € @ we find
b+0=0+0. Conversely (d) = (c): consider any b € R such that b* € q.
Then (b+ a)* = b¥ + a = 0+ 0 and hence b + @ is a nilpotent of R/A. By
assumption this means b +a = 0 4 @ or in other words b € Q.

(|

Proof of (2.19):

The equivalencies of the respecive properties of the ideal and its quotioent
ring have been shown in (2.5), (2.9) and (2.18) respectively. Hence if m <; R
is maximal then R/M is a field. In particular R/M is a non-zero integral
domain which means that m is prime. And if p <; R is prime, then R/} is
an integral domain and hence reduced which again means that p is a radical
ideal. Yet we also wish to present a direct proof of this:

e M maximal = M prime: consider a, b € M with ab € M, but suppose
a & mandb¢m. This means M C M+ aR and hence M+aR = R, as
M is maximal. Hence there are m € M and o € R such that m+aa = 1.
Likeweise there are n € M and 3 € R such that n + 8b = 1. Thereby

1 = (m+4+aa)(n+pb) = mn+ aan+ Bbm + afab

But as m, n and ab € M we hence found 1 € M which means M = R.
But this contradicts M being maximal.

e D prime = P radical: consider @ € R with a* € p. As P is prime
we have k > 0 (as else 1 = a’ € P such that p = R). But P is prime
and hence a* € p for some k > 1 implies a € P due to (2.11.(i)). This
means that P is radical, due to (2.18.(c)).

O

Proof of (2.20):
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(i)

We have to prove v = ({p|a C p}. Thereby the inclusion ” C”
is clear, as any P contains @. For the converse inclusion we are given
some a € R such that a € P for any prime ideal p <; R with a C p.
Now let U := { 1,a,a%,... }, then it is clear that U is multiplicatively
closed. Suppose ANU = (), then by (2.14.(iv)) there is an ideal b <; R
maximal with @ € b € R\ U. And this ideal b is prime. But as
bNU = 0 and a € U we have a € b even though b is a prime ideal
with @ C B. A contradiction. Thus we have @ N U # (), that is there
is some b € U such that b € 0. By construction of U b is of the form
b = aF for some k € IN. And this means a € V.

Let us denote V(@) := {pespecR|a C p} and M := V(0),. Then
in (i) above we have just seen the identity

Va = V()

We now have to prove ((V(0) = (M. As M C V(a) the inclusion
7 C7 is clear. For the converse inclusion we are given any a € (M
and any q € V(@) and need to show a € 4. But as @ C q by (i) there is
some P, € M such that @ C p, C p. And asa € (| M we find a € P,
and hence a € 4. Thus we have also established inclusion ” 27.

By definition it is clear that NIL R = /0 is the radical of the zero-ideal.
And the further equalities given are immediate from (ii) above.

Let a € R be contained in the radical of /@, that is af € 1/a for some
k € IN. And hence there is some I € IN such that a*' = (a*)! € 0. But
this already means a € v/@ and the converse inclusion is clear.

As ab C anb we have Vab C vVanDb by (i). Next let a € vVanb,
that is there is some k € IN such that * € anb. Now a* € @ and
a® € b implies a € Van V. Finally consider some a € vanN \/5, that is
a' € a and o/ € b for some 4, j € N. Then a'*7 = a’a’ € ab and hence
a € Vab. Altogether we have proved the following chain of inclusions

Vab ¢ vanb ¢ vanvbh c Vab

By induction on (v) we know that vVaF = \/an---N+v/a (k-times). And
this obviously equals /0 such that we get the equality claimed.

In a first step let us assume k = 1, that is @ € p C /@, then in
particular we have @ C P and hence Va C V/P. Yet as P is prime we
also have \/p = p due to (2.19). Thereby we get va C p C a by
assumption. Now consider an arbitary £ € IN. Then by (vi) we have

a¥ C p € Va=+Vak. Thus by the case k = 1 (using 0 instead of @)
we get P = V0¥ = /@, the latter by (vi) again.
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(vii)

(viii)

(viii)

By assumption @ is finitely generated, that is there are a; € R such
that @ = (a1,...,a,)i- And as @ is contained in the radical of b we

find that for any ¢ € 1...n there is some k(i) € IN such that af(i) eb.
Now let k := k(1) 4+ --- 4+ k(n) and consider fi,..., fr € . That is

n
fi = > fija
=1

for some f; ; € R. Using (1.21) we now extract the product of the f;

n

k k k
[16 = 11> fises = D11 fivsas
i=1 i=1

i=1 iel j=1

where I = (1...n)* and i = (iy,...,4;) € I. Forany h € 1...n we
now let m(h) :=#{j €1...k|i; = h} the number of times h appears
in the collection of i;. Then it is clear that m(1) +---+m(n) =k =
k(1) 4+ --- + k(n) Hence there has to be some index h € 1...n such

that k(h) < m(h). Thereby a"" divides af™ € b such that

n

k
b, = Haij = Ha;n(h) eb
j=1 h=1

This now can be used to show f; ... fi €. Simply rearrange to find

k k k
[15 = XTI e, = > | TLfis | b €0
j=1

i€l j=1 i€l \j=1

Now recall that - by definition - a* consists precisely of sums of ele-
ments of the form fi... f; where f; € @. As we have seen any such
element is contained in b and hence a* C b.

If a is contained in the radical of the intersection of the (; then there
is some k£ € IN such that a is contained in the intersection of the @;.
That is a* € q; for any i € I and hence a € \/Q; for any i € I.

Let a be contained in the sum of the radicals +/0;. That is a is a finite
sum of the form a = a; + +...a, where a; is contained in the radical
of @;(jy. Thereby for any j € 1...n we get

. k(j
a; € \/ai(j) — E”C(]) eNN : aj(]) S ai(j)
Now let k := k(1) +---+k(n) € N, then by the polynomial rule (1.21)

=Y ﬁa?m

jal=k i=1
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Suppose that for any j € 1...n we had a(j) = k(j), then |o| =
a(l)+ -+ a(n) < k(1) +---+ k(n) = k, a contradiction. Hence
there is some j € 1...n such that k(j) < a(j). And for this j we have
a?m € 0;(;)- Thus a* is contained in the radical of Qi) + -+ Qi)
and in particualr in the radical of the sum of all @;.

Proof of (2.23):

Fix any commutative ring (F,+,-) and consider the polynomial ring S :=
E[t; | 1 < i € IN] in countable infinitely many variables over E. Then we
take to the quotient where for any 1 < ¢ € IN we have t;’: = 0. Formally

= S/b where ¥ := (t!|1<ieN)

For any f € S let us denote its residue class in R by f := f+9. And further
let us define the size of f to be the maximum index ¢ such that t; appears
among the variable symbols of f. Formally that is

size(f) := max{1<ieIN|Ja: flo] #0, a; #0}

Note that this truly is finite, as there only are finitely many a such that
fla] # 0 and for any a = («a;) there also are finitely many ¢ only, such
that «; # 0. As our exemplary ideal let us take the zero-ideal @ := 0. By
construction we have (;)* = 0 and hence #; € v/0. On the other hand we
have (for any n € IN with n < 7)

)" € (VO)™ but (&)™ #0

Thus for any n € IN let us just take some ¢ € IN with n < 4. Then %;
demonstrates that (1/0)" is not contained in 0. Also /0 is not finitely
generated. Because if we consider a finite collection of elements fy, ..., f; €
V0 then just take i > max{size(f;) | 7 € 1...k}. Then it is clear that
fj € E[t1,...,ti—1] and hence t; € (f1,..., fi )i- And thereby

i’i ¢ <f1’.“7fk>i/b = <?1a--.77k>i

Proof of (2.26):

(i) Consider any a € R, then a € VDN R is equlvalent to ¢(a) € V0.
That is iff there is some k € IN such that ¢(a*) = p(a)* € b. This

again is a¥ € b N R, which is equivalent to a € VBN R.
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(i)

(iii)

As @ C v/a we clearly have @S C +/aS which gives rise to the incusion
” C”. Conversely consider any f € S such that f* € v/aS for some
k € N. That is there are ¢; € S and a; € V@ such that

fk = 9190(@1) + -+ gn@(an)

As a; is contained in /@ there is some k(i) € IN such that a?(i) € qa.
Now let us abbreviate b; := ¢(a;), l := k(1) +---+k(n) and m := k- [.
Then we get

fm - (glbl + ... gnbn)l = Z <i> (glbl)a(l) e (gnbn)a(n)

|a|=l
Now fix any « and suppose for any ¢ € 1...n we had a(i) < k(7),
then we had [ = |o| = a(l) + -+ a(n) < k(1) +---+ k(n) =1 an
obvious contradiction. Hence for any « there is some j € 1...n such
that a(7) > k(7). And for this j we get

0 = 0TI 00 (80 ¢ gy

But as this holds true for any « with |o| = [ we find that f™ € aS.
And this again means that f is contained in the radical of 5.

The equivalence D is a * iff ¢ ~(0) is a * has already been proved in
the correspondence theorem (1.43). Thus from now on ¢ is surjective,
then () is a ideal of S due to (1.51). Now compute

p o) = {beR|p(b) € p()}
= {beR|Jaca:pbd) =pa)}
{beR|Jaca:b—ackn(p)}
= {beR|Jdaca:bca+kn(p)}
= {a+kn(p)|aca}
= a+kn(yp)

Now by the first claim b := (@) is a % iff o= 1(0) = ¢ 1p(a) = a+kn (p)
is a . And this already is the second claim.
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Chapter 17

Proofs - Commutative
Algebra

Proof of (2.27):

e (a) = (b): suppose there was some nonempty set of ideals A # ()
having no maximal element. For this set we start by choosing any
ap € A. Now suppose we have already chosen the ideals @, ..., 0
such that @ € a; C ... C 0. As A does not contain maximal
elements, there is some 0341 € A such that 0 C 0x4q. That is we
have been able to append the chain of ideals, to

dh C 01 C ... C G C 0Ogp1

Then we may iterate the construction and thereby find an infinitely
ascending chain of ideals of R (even in A). But this contradicts the
assumption (ACC). Hence A could not have been chosen in the first
place, that is any set of ideals A # () contains a maximal element.

e (b) = (c): Consider any ideal b <; R. Then we denote the set of
all ideals generated by a finite subset B C b by A, that is

A = {(B)|BCbh #B <}

As 0 € b we have {0} € A, in particular A # () is non-empty. Hence -
by assumption (b) - there is a maximal element 0* € A* of A. And as
0* € A there is some finite set B = {a1,...,a;r } C D generating a*.
In particular @* C b. Now suppose b # a*, that is there is some b € b
such that b € 0*. Then we would also have

a* C (ay,...,ax,b); € A

in contradiction to the maximality of a*. Thus @* equals b and in
particular we conclude that b = a* = (ay, ..., a ); is finitely generated.
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N

e (c) = (a): consider an ascending chain @y C a; C ... C @
of ideals in R. Then we define the set

b = Uak

kelN

As the (; have been a chain, we find that b <; R is an ideal due to
(2.4.(1)). And hence by assumption (c) there are finitely many elements
ai,...,a, € Rgeneratingd = (ay,...,a,)i. So by construction of b for
any i € 1...n (as a; € B) there is some s(i) € IN such that a; € Q).
Now let s := max{s(1),...,s(n)}. Then for any i € 1...n and any
t > s wegeta; €0 C 0 C 0. In particular

b= (a,...,an)i € 6 C D

Of course this means b = a; for any ¢t > s. And this is just another
way of saying that the chain of the (j stabilized at level s.

By now we have proved the equivalence of (a), (b) and (c¢) in the definition
of noetherian rings. And trivially we also have (¢c) == (d). These are
the important equivalencies, it merely is a neat fact that (d) also implies
(c). Though we will not use it we wish to present a proof (note that this is
substantially more complicated than the important implications above).

e We will now prove (d) = (c) in several steps: we want to prove
that any ideal of R is finitely generated. Thus let us take the set of
all those ideals of R not being finitely generated:

Z = {a < R|ais not finitely generated }

The idea of the proof will then be the following: suppose Z # (), then
by an application of Zorn’s lemma, there is some maxmal element
p € Z*. In a second step we will then prove that any p € Z* is prime.
So by assumption (d) p is finitely generated. But because of p € Z it
also is not finitely generated. This can only mean Z = () and hence
any ideal of R is finitely generated. Thus it remains to prove:

e Z#() = Z* # (: thus consider a chain (0;) (where i € I) in Z.
Then we denote the union of this chain by

bZUOZ‘

By (2.4.(i)) b <; R is an ideal of R again. Now suppose b ¢ Z, then
b would be finitely generated, say b = (b ...,b,)i. By construction
of b for any k € 1...n (as by € b) there is some i(k) € I such that
b € O;x)- And as the 0; form a chain we may choose i € I such
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that @; := max{ Qi1)s -+ Qi(n) }+. Thereby b= (b1,...,bp )i C0; C b.
That is ; = (b1, ..., by ); would be finitely generated in contradiction
to 0; € Z. Thus we have b € Z again and hence b is an upper bound
of (0;). Now - as any chain has an upper bound, by the lemma of Zorn
- there is some maximal element p € Z*.

e D e Z¥ = P prime: First note thet p # R, as R = 1R is finitely
generated. Now suppose P was not prime, then there would be some f,
g € Rsuchthat f ¢p, g pbut fgep. Nowlet 0:=p+fR,as f &P
we find P C 0. And as P is a maximal element of Z this means that
@ is finitely generated, say @ = (a1,...,ax)i. Asthea; €a =9+ fR
there are some p; € P and b; € R such that a; = p; + fb;. Therefore

a = <p1a--~apk7f>i = le++ka+fR

The inclusion 7 D7 is clear, as p; € p C @ and f € 0. Conversely
consider « € @, that is there are some z; € R such that x = ), z;a; =
Yoiwipi+ Y xibi € piR+ -+ ppR + fR. Next we note that

p = f@:f)+p R+ +pR

where f(p: f)=(fR)(P:f)={fb|bep:f} < R. The inclusion
7 D7 is easy: p; € P is true by definition. Thus consider any element
x € f(p:f). Thatisx = fbforsomebep: f={beR| fobep}.
In particular z = bf € P, too. For the converse inclusion we are given
any ¢ € p C a. That is there are some x; € R and y € R such that
q=x1p1+ - +xppr +yf. As q and all the p; are contained in P this
implies yf € P and thereby y € p: f. Thus yf € f(p: f) and hence
geEmR+ - +peR+ f(p: f). Finally we prove

pia ¢ Z

Clearly we get p C p:a and b € P : a (because of ab € ). But b € p
and hence p C P : a. But by the maximality of p in Z this means
P:a¢ Z. Thus P : a is finitely generated and hence a(p : a) is finitely
generated, too. But as the sum of finitely generated ideals is finitely
generated by (1.37) this means that p = a(p : a) + p1R+ -+ + pi is
finitely generated, too, in contradiction to p € Z. Thus the assumption
of P not being prime is false.

d

Proof of (2.30):

(i) We will only prove the noetherian case - the arinian case is an anal-
ogous argument involving descending (instead of ascending) chains of
ideals. Thus consider an ascending chain of ideals in R/

o S C ... C g C ..o Yy
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(iii)

By the correspondence theorem (1.43) the ideals Uy are of the form
Uy, = by /a for sufficient ideals by, := 071 (1;) <; R. Now suppose b € by,
thenb+a el C Uy = bk+1/a and hence b € b1 again. Thus we
have found an ascending chain of ideals in R

bp C 0 C ... C b, C ... <& R

As R is noetherian this chain has to be eventually constant, that is
there is some s € IN such that for any i € IN we get b, ; = b,. But this
clearly implies l;1; = Ul; as well and hence R/@ is noetherian again.

If p: R — S is a surjective homomorphism, then by the first isomor-
phism theorem (1.56) we get R/kn(¢) =, S. But by assumption R
is » and hence R/kn (y) is *, too, due to (i). And because of this iso-
morphy we find that S thereby is , as well (this is clear by transfering
a chain of ideals from S to R/kn (¢) and returning to .S).

First suppose that R® S is . Trivially we have the following surjective
ring homomorphisms R¢ S — R : (a,b) — aand R® S — R :
(a,b) — b. Thus both R and S are * due to (ii). Conversely suppose
both R and S are noetherian. We will prove that this implies R & .S
to be noetherian again (the proof in the artinian case is completely
analogous). Thus consider an ascending chain of ideals of R ® S

hy € Uy € ... C U € ... <& RS

Clearly R0 and 060 S <; R® S are ideals of R@® S, too. Thus we
obtain ideals 0 := Uy N (R®0) and b, :=U, N (0D S) < RD S be
intersection. And for these we get

U = ak-l—bk

The inclusion ” D7 is clear, as 0, 0 C Uj. For the converse inclusion
7 C” we are given some (a,b) € Uy. As U is an ideal we find (a,0) =
(1,0)(a,b) and (0,b) = (0,1)(a,b) € Ug. And as also (a,0) € R® 0
and (0,b) € 0@ S this yields (a,b) = (a,0) + (0,b) € a; + bx. But
as O is an ideal of R @ S contained in R & 0 it in particular is an
ideal of a; <; R 0. But clearly R and R ® 0 are isomorphic under
R ¥ R®O0:a+— (a,0). Thus 0 corresponds to the following
ideal a7 := {a € R| (a,0) €0} < R. And thus we have found an
ascending chain of ideals in R

0 C 0 C...C0C ... %R

Yet as R was assumed to be noetherian there is some p € IN such
that for any i € IN we get a;,, = ). And returning to R & 0 (via
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Ay = {(a,0) | a € a} }) we find that a,,; = 0, as well. With the same
argument for the By we find some ¢ € IN such that for any i € IN we
get Dy+; = by, Now let s := max{p,q} then it is clear that for any
1 € IN we get

us+i = as+i+bs+i = Qs +bs = U

that is the chain of the U; has been eventually constant. And this
means nothin but R @& S being noetherian again.

Proof of (2.32):

This proof requires some working knowledge of polynomials as it is presented
in sections 6.3 and 6.4. Yet as the techniques used in this proof are fairly
easy to see we chose to place the proof here already. In case you encounter
problems with the arguements herein refer to these sections first.

(1) In afirst step let us consider the case where S = R|[t] is the polynomial
ring over R. Thus consider an ideal I <; S, then we want to verify
that Ul is finitely generated. The case I = 0 is clear, thus we assume
U # 0. Then for any k € IN we denote

0 = {le(f)[fen deg(f) =k}U{0}

where lc (f) := f[deg(f)] denotes the leading coefficient of f. We will
first prove that 05 <\; R is an ideal of R: 0 € @, is clear by construction.
Thus suppose a, b € ; say a = lc (f) and b =lc(g). As both f and ¢
are of degree k we get (f + g)[k] = flk] + g[k] =1c(f) +1c(g9) = a+b.
Thus if a+b = 0 then a+b € 0y is clear. And else, if a+b # 0 then f+g
is of degree k, too and lc (f+g) = (f+9g)[k] =a+b. Andas f+g €Ul
again we find a + b € (0 in both cases. Now let r € R be any element,
if ra = 0 then ra € Oy is trivial again. And else rf : k +— rf[k] is of
degree k again and satisfies lc (rf) = (rf)[k] = r(f[k]) = rlc (f) = ra.
And as also rf € Ul we again found ra € 4 in both cases. Altogether
0r <iRis an ideal. Next we will also prove the containment 0 C Q1.
That is we consider some a = lc (f) € 05 again. As f € Ul we also have
tf : k— flk—1] € 4. Obviously deg(tf) = deg(f) +1 =k + 1 and
le(tf) = flk + 1] = f[k] = a. Thus we have found a = lc (tf) € Qp41.
Altogether we have found the following ascending chain of ideals of R

Gy € a1 C

N

a0 € ... <& R

e As R is noetherian this chain has to be eventually constant, that is
there is some s € IN such that for any ¢ € IN we get 0s4; = 0s. And
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furthermore any @y is finitely generated (as R is noetherian). As we
may choose generators of @ we do so

O = (k1,5 Q) )i

and pick up polynomials f; € W of degree deg(fx;) = k such that
lc (fx,i) = ak,i- Then we define the following ideal of S

n = <fk,1|k;60'-'5a ’LGlTL(k‘)>1

For the first step it remains to prove that | =

seriptw. Then U is finitely generated, as we have given a list of gener-
ators explictly. The inclusion 0 C Ul is clear, as any f; , € . For the
converse inclusion we start with some f € Il and need to show f € .
This will be done by induction on the degree k := deg(f) of f. The
case f = 0 is clear. If deg(f) = k = 0 then f € R is constant, that
is f =lc(f) € o = (ao1,---,a0n(0) )i S M. Thus for the induction
step we suppose k > 1 and let a := lc(f) = f[k]. If & < s then
a€ 0= (agi,... s Ul (k) )i That is there are some b; € R such that
a =), a;b;. Now let us define the polynomial

g = > bif; €
i=1

Then it is clear that lc(g) = >, bilc(fix) = a = lc(f) and hence
deg(f—g) < k. Thus by the induction hypothesis we get d := f—g €
again and hence f = d+g € IV, too. It remains to check the case k > s.
Yet this can be dealt with using a similar argument. As k > s we have
a €0 =0s. That is a = ), ay;b; for sufficient b; € R. This time

n(s)
g = Zbitk_sfkyi e
i=1
Then lc(g) = >, bile (fix) = a = lc(f) again and as before this is

deg(f — g) < k. By induction hypothesis again d := f — g € I and
hence f = d+ g € 0. Thus we have finished the case S = R]t].

As a second case let us regard S = R[t1,...,n| the polynomial ring in
finitely many variables. Again we want to prove that .S in noetherian,
and this time we use induction on the number n of variables. The case
n = 1 has just been treated in (1). Thus consider R[t1,...,tn,tnt1].
Then we use the isomorphy

Riti,... tn,tny1] = R[t1,...,tn][tn+1]
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[e.9]

Zf[a]to‘ = Z Z fladtst o ) s

a 1=0 \ant1=1

By induction hypothesis R[t1,...,t,] is noetherian already. And by
(1) this implies R[t1, ..., ts][tn+1] to be noetherian, too. And using the
above isomorphy we finally find that R[t1,..., s, tp+1] is noetherian.

(3) We now easily derive the the general claim: let S be finitely generated
over R. That is there are finitely many e1,...,e, € S such that
S = Rley,...,ey]. Then we trivially have a surjective homomoprphism
Rlt1,...,ty] - S: f— f(e1,...,e,) form the polynomial ring onto
S. And by (2.30.(iii)) this implies that S is noetherian, too.

Proof of (2.37):

Let us denote the prime ring of R by P := ((),. This is the image of the
uniquely determined ring-homomorphism from Z to R (induced by 1+ 1).
That is P = im (Z — R) and in particular P is noetherian by (2.30.(ii)).
Let us now denote the set of finite, non-empty subsets of R by [

I = {i CR|i#0, #i<oo}

And for any i € I let us denote R; := PJ[i|] the P-subalgebra of R gener-
ated by ¢. Then by the Hilbert’s basis theorem R; is noetherian as well.
Given any a € R we clearly have i := {a} € I and a € R;. In particu-
lar the R; cover R. And given any two i, j € I we have k := iU j € I,
too. We now claim that R; U R; C R;: thus suppose i = {i1,...,in}
and let a = f(i1,...,i,) for some polynomial f € P[ty,...,t,]. Then
it is clear that a = ¢(i1,...,%n,J1,---,Jm) € Pli Uj] = Ry if we only
let g(t1,...,tnytnsty oy tngm) = f(t1,...,tn) € P[t1,...,tntm]|. Thus we
have seen R; C Rj and R; C Rj, can be proved in complete analogy.

O

Proof of (2.35):

(ii) Just let P := {b especR|p C b C q}. Then P # () is non-empty,
as P € P. But as we have seen in the definition of noetherian rings
this already implies that there is some ¢, € P*.

(iii) For any ideal R # @ <; R let us denote V() := {p €specR|a C p}
and n(0) := #V(a), € NU{oco}. That is n(@) is the number of minimal
prime ideals lying over a. By (2.14.(iii)) we know 1 < n(a). Now let

A = {0 < R|n(@) =00}
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be the set of all ideals having infinitely many minimal primes lying
over it. We want to show that A = (). Hence assume A # (), then
- as R is noetherian - we may choose some maximal ideal I € A* in
A. Clearly Y cannot be prime (if it was then I would be the one and
only minimal prime ideal lying over 4. That is V(). = {4} and hence
n(lh) = 1 < 00). Thus there are some a, b € R such that ab € Ul but a,
b &€ 0. Then we define the respective ideals

0:=U+aR and b := U+DR

As a ¢ Ul we have I C @ and hence 0 € A due to the maximality of Ul.
Likewise b ¢ A and this means that n(@), n(0) < oo are finite. But we
will now prove

V). € V(a),uV(b),

To see this let p € V(Ul), be a minimal prime ideal over . If a € P
then @ C p. Else suppose a € P then ab € # C P implies b € p, as P is
prime. And thereby we get b C p. In any case P lies over one of the
ideals @ or b, say @ C p (w.l.o.g.). If now q € V(0) then in particular
we get § € V(). Thus if ¢ C P then the minimality of P over i implies
q = p. That is p is a minimal element of V(@) and hence the inclusion.
As both V(a), and V(b), < oo are finite, V(1l), < oo would have to
be finite, too. But this contradicts It € A, so the assumption A # ()
has to be abandoned. That is any ideal @ of R only has finitely many
prime ideals lying over it.

(i) (M) Consider a set of prime ideals P # 0 of the noetherian ring R.
It has already been shown in (2.27) that P* # () contains maximal
elements. We will now prove that P, # () contains a minimal element,
as well. Suppose this was untrue, then we start with any p =p, € P.
As P, is not minimal in P, there is some P, such that p, O P,. Again
P, is not minimal in P, such that we may choose some P, € P such that
P, D P,. Continueing that way we find an infinite, strictly descending
chain of prime ideals

P=9P OPp ODPp O ... ODP O

This means that P is a prime ideal of infinite height height(p) = oc.
But in a noetherian ring we have Krull’s Principal Ideal Theorem (777).
And this states that height(p) < rank(p) < oo.

Proof of (2.38):
We start with the equivalencies for @ | b. Hereby (a) = (c) is clear:
b€ aR = {ah|h€ R} yields b = ah for some h € R. (¢) = (b):
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consider f € bR, that is f = bg for some g € R. But as b = ah this yields
f=ahg €aR. (b) = (a): asbe€ bR C aR we have b € aR.

We also have to check the equivalencies for a ~ b - recall that now R is
an integral domain. (a) = (b): if aR = bR then in particular aR C bR
and hence b | a. Likewise we get a | b. (b) = (c): Suppose b = aa
and a = 08b. If b =0 then a = 8b = 3-0 =0, as well. And hence we may
choose « := 1. Thus we continue with b # 0. Then b = ca = ab. And as
R is an integral domain and b # 0 we may divide by b and thereby obtain
1 =apf. That is « € R* and b = aa as claimed. (¢) = (a): As b= aa we
get bR C aR. And from a = o~ 'b we get aR C bR.

O

Proof of (2.39):

(i) By definition of 1 we have 1-b=b and hence 1 | b, likewise we have
a-0 =0 and hence a | 0 by (1.21). Now ah = ab for h := b and hence
a | abis trivial again.

(i) Next suppose b = 0, then b = 0-1 and hence 0 | b. Conversely
suppose 0 | b, that is there is some h € R such that 0 = 0-h = b.
Then we have just proved 0 = b, as well. If a € R* then 1 = aa~! and
hence a | 1. Conversely suppose a | 1, that is there is some h € R
such that ah = 1. As R is commutative this also is ha = 1 and hence
a € R*. Finally let a | b, that is ah = b for some h € R again. In
particular this yields (ac)h = (ah)c = be and hence ac | be.

(ii) Now suppose u € R is a non-zero divisor, by (i) we only have to show
the implication ” <= ”. Thus let (au)h = bu for some h € R, then
(ah — b)u = (au)h — bu = 0. But as w is a non-zero divisor this can
only happen if ah — b = 0 and this already is a | b.

(iii) First of alla | aisclear by a-1 =a. If nowa | band b | ¢ (say
ag = b and bh = ¢) then we get a | ¢ from a(gh) = (ag)h = bh = c.
And that @ | band b | a implies a = b is true by definition (2.38).

(iv) As we have seen in (2.38) a ~ b is equivalent, to aR = bR. And from
this it is clear that ~ is reflexive, symmetric and transitive (i.e. an
equivalence relation). Thus it only remains to observe that

a)l = {beR|axb} = {aa|aec R} = aR"

Proof of (2.47):
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(i)

(iii)

(iii)

(vi)

The statement is clear by induction on the number &k of elements in-
volved: if £ = 1 then p | aj is just the assumption. Thus consider
k + 1 elements and let a :=ay...ar and b := agy1. Then by assump-
tion we have p | ab and (as p is prime) hencep | aorp | b. If p | b
then we are done (with ¢ = k+1). And if p | @ then by induction
hypothesis we find some i € 1...k such that p | a;. Altogether p | a;
forsomeie1...k+ 1.

If p € R is prime then p # 0 by definition. And as also p € R* we
have pR # R, as well. Now ab € pR translates into p | ab and hence
p | aorp | b. But this again is a € pR or b € pR. That is we have
proved that pR is prime. Conversely suppose p # 0 and that pR is a
prime ideal. As pR # R we have p € R*. And as we also assumed
p # 0 this means p € R®. If we are now given a, b € R with p | ab,
then ab € pR and hence a € pR or b € pR, as pR is prime. Thus we
find p | aor p | bagain, and altogether p is prime.

”p irreducible = «ap irreducible”: suppose ap = ab for some a,
b € R. As « is a unit this yields p = (o~ 'a)b and as p is irreducible
hence a~'a € R* or b € R*. But o 'a € R* already implies a € R*
(with inverse a=! = a~!(a~ta)™!). Conversely if ap is irreducible
then p = a~'ap is irreducible, too by what we have just proved.

"p prime = ap prime”: suppose ap | ab for some a, b € R. As
a is a unit this yields p | (o !a)b and as p is prime we hence get
p| alaorp | b. Fromp | a~'a weget ap | a and p | b implies
p | a~lp which also implies ap | b. Thus we have proved, that ap is
prime too. Conversely if ap is prime then p = o~ 'ap is prime, too by
what we have just proved.

Let f := ab, then it is clear that a | f and hence fR C aR. And as
both a and b # 0 are non-zero, so is f (as R is an integral domain).
Now suppose we had a € fR, that is a = fg for some g € R. Then we
compute a = fg = abg. And as a # 0 this means 1 = bg. In particular
b € R* is a unit, in contradiction to b € R®. Hence a € aR\ fR and
this yields the claim fR C aR.

Now let R be an integral domain, p € R be prime and suppose p = ab
for some a, b € R. In particular p | ab and hence p | aorp | b.
W.lo.g. let us assume p | b, that ph = b for some h € R. Then
p = ab = aph and hence p(1 — ah) = 0. Now as p # 0 this implies
ah =1, that is a € R* is a unit or R. Thereby we have verified, that
p truly is irreducible.

Clearly we have R* C D, as k = 0 is allowed. And if ¢ = ap;...pk
and d = fq1...q € D it is clear that ¢d = (af)(p1...pxq1--.q) € D
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(vii)

again. Thus it remains to show the implication cd € D = c € D
(due to the symmetry of the statement it also follows that d € D).
Thus consider any ¢, d € R such that ¢d = ap1...pr € D. We will
prove the claim by induction on k - that is we will verify

Ve,de R :ecd=apy...pp €D = ceD

for any £ € IN. The case k = 0 is trivial, since ¢d = a € R* implies
ce€ R* C D. Thusregard k > 1. Welet I :={iel...k|p; | d}.
(1) If there is some i € I then p; | b. W.l.o.g. we may assume i = k.
That is there is some h € R such that d = hpy. Then

apy...pp = cd = chpg

As R is an integral domain and p; # 0 we may divide by px to find
ch =apy...px—1 € D. By induction hypothesis that is ¢ € D already.
(2) If I = () then for any i € 1...k we’ve got p; /d. But as py, is prime
and pi | cd this yields py | ¢, say ¢ = gpg. Then

api...px = cd = gdp

We divide by pi again to find gd = ap; ...pr_1 € D. And by induction
hypothesis this means g € D. But p € D is clear, as well and therefore
c = gpr € D as claimed.

First consider the case « = 1 = 3. Without loss of generality we may
assume k < [ and we will use induction k to prove the statement. If
k = 0 we have to prove [ = 0. Thus assume [ > 1then 1 =g¢;...q =
q1(g2...q). That is ¢ € R* is a unit. But ¢; has been prime and
hence q1 ¢ R* a contradiction. Thus we necessarily have k = [ = 0.
Now consider the induction step k& > 1, then py, | p1...0c =q1...q
and as py is prime this means py | ¢; for some j € 1...1. Without
loss of generality we may assume j = [. Hence we found q; = ~ypy for
some v € R. But ¢; has been prime and hence is irreducible by (iv).
This means v € R* (as pr ¢ R*) and hence py ~ qi. Further we have

P1--Pe—1)PE = P1--Dk = q@1---qt = Y(q1---Q-1)Pk

As pr # 0 and R is an integral domain we may divide by p; and
thereby get p1...pk—1 = (Yq1)q2 - .- q—1. (As g1 is prime again) the
induction hypothesis now yields that £k — 1 =1 — 1 and there is some
0 € Sk—1 such that for any i € 1...k — 1 we have p; ~ g,(;. But this
also is k = [ and we may extend o to Sy by letting o(k) := k = 1. (As
q1 ~ yq1) we hence found p; ~ ¢, (;) for any i € 1...k. Thus we have
completed the case « = 1 = . If now a and § € R* are arbitary,
then we let p} = ap1, p; :==p; (for i € 2...k) and ¢} := Bq1, q; == g;
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(viii)

(for j € 2...1). By (iii) p} and ¢; are prime again and by construciton
it is clear that pj ~ p; and ¢j ~ ¢; for any i € 1...k and j € 1...1.
As pl...p). = q}...q, we may invoke the first case to find k = [ and
the required permutation o € Si. But now for any ¢ € 1...k we get
pi = py & qg(i) ~ q,(;y and hence p; = q,(;) as claimed.

We only prove the equivalence for the least common multiple (the like
statement for the greatest common divisor can be proved in complete
analogy). Clearly m € mR* = lem(A) implies m € lem(A). Thus let
us assume m € lem(A), then we need to prove lem(A) = mR*. For
7 D7 we are given any o € R*. As A | m it is clear that A | am,
as well. And if A | n then m | n (by assumption) and hence also
am | n (by (am)(a=th) = n for mh = n). Concersely for ” C”
consider n € lem(A). As A | m and n € lem(A) we get n | m.
Analogously A | n and m € lem(A) impliy m | n. Together that is
m ~ n and hence n = an for some o € R*.

Proof of (2.48):

(i)

Suppose (a : b) = oo that is for any k& € IN there is some hy € R
such that a®hj, = b. First suppose there was some k € IN such that
hi = 0. Then b = a* -0 = 0, too and then a | 0 also implies a = 0,
a contradiction. Thus hy # 0 for any k£ € IN. Now for any & € IN we
find hy 10! = b = hia®. And as a # 0 and R is an integral domain
hk+1ak+1 = hia® also yields higt1a = hg. That is hgrq1 | hy and
hence we have found the ascending chain of ideals

hoR € iR C ... C hyR C hg 1R C

Now suppose we had hyR = hiy1 R at any one stage £ € IN. That
is there is some a € R such that hxi1 = ahg. Thereby we compute
hry = ahri1 = aahg. And as hi # 0 this implies e = 1. That is
a € R* a contradiction to a € R®*. And this only leaves (a : b) < oco.

As p is prime we have p € R® and hence (p : a) < oo due to (i)
(likewise for b and ab). That is we let k := (p : a), [ := (p : b) and
n = (p : ab) € N. Then by assumption there are some «, § € R
such that a = ap”® and b = fp'. In particular ab = afBp**! such that
pF*tt | ab and hence k +1 < n, as n is maximal among the integers
with p” | ab. Now suppose n > k + I, say p"h = ab = afp**'. As
R is an integral domain we may divide by p**! and thereby obtain
p"~HDh = aB. And as n— (k+1) > 1 this yields p | af. Now recall
that p has been prime, then we may assome (w.l.o.g.) that p | «, say
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(iii)

pg = . Then a = ap® = gp**! and hence p**' | a. But this is a
contradiction to k being maximal and hence the assumption n > k+1
has to be dropped. Altogether we have found n = k + [.

In a first step let us prove, that for any a € R® there is an irreducible
p € R such that p | a. To do this we recursively define a sequence
of elements, starting with ag := a. Now suppose we had already
constructed ag,...,ar € R such that qgR C 1R C ... C apR. Of
course ar = 0 cannot be, as 0 # a = ag € arR. Then we iterate as
follows: if ag is not irreducible then there are f, g € R® such that
ar = fg. Then by (2.47.(iv)) we get arR = (fg)R C fR. Thus if we
now let ary1 := f then we have appended our chain of ideals to

aR C aiR C ... C axR C ap1R

As R is noetherian we cannot construct a strictly ascending chain of
infinite length. That is our construction has to terminate at some
finite level s € IN. And this can only be if p := a; is irreducible. Thus
we have a = ap € apR C asR = pR and thereby p | a.

If a € R* is a unit, then the claim is clear by choosing a := a and
k :=0. Thus let us assume a € R®*. Then by (O) above there is some
irreducible element p; € R such that p; | a, say pia; = a. Thus
suppose we have already constructed the elements a1,...,a;r € R and
pi,-..,pr € R such that the p; are irreducible, a = agpi...pr and
aR C a1R C ... C axR. Suppose that ax ¢ R* is no unit, then we
iterate as follows: Note that a; # 0 as well (else a = 0) and hence
ar € R*. Thus by (©) there is some irreducible element py11 € R such
that pgy1 | ag, say ax = prr1axri. We note that by (2.47.(iv)) this
implies ax R = (pg+1ax+1)R C agpp1R. So we have found ap4q and
P41 irreducible such that ag1p1 ... prr1 = axp1-..px = a and

aR C 1R C ... C apR C ak+1R

As R is noetherian we cannot construct a strictly ascending chain of
infinite length. That is our construction has to terminate at some
finite level s € IN. And this can only be if a; € R* is a unit. Thus we
let o := a,s and thereby get a = ap; .. .ps as claimed.

As R is noetherian and p <; R is an ideal there are finitely many
a; € R such that p = (ay,...,ax);i. Without loss of generality we may
assume a; # 0 (else we might just as well drop it). Then we use (iii)
to find a decomposition of a; into irreducible elements p; ; € R

n(i)

a; = o H Dij
J=1

312



As a; € p and P is prime this means that for any ¢ € 1...k there
is some j(i) € 1...n(i) such that p; ; € P (note that o; # P as else
1= ai_lozi €P). Now let p; := p; j;) € P. Then it is clear that

a; € piR C (P1,-..,p)i C P = (a1,...,ak);

for any 7 € ... k. And thereby p = (a1,...,ax)i € (p1,...,Pk)i as
well such that we truly find P = (p1,...,px )i as claimed.

Let us prove the first statement a | b by induction over k. If k =0
then @ = 1 and hence a | b is clear. Let us now fix some some
abbreviations: let n(i) := (¢; : b) € IN due to (i). And by definition
of {g; : b) it is clear that qin(z) | b, say b= biq?(l) for any i € 1...k.
Hence in case k = 1 we are done already, as a = q?(l) | b. Thus we
may assume k > 2. Then the induction hypothesis reads as

k—1 )
no= JIa | b
=1

Assume that g | h, as g is prime (by construction of h) this would
mean qr | ¢; for some ¢ € 1...k — 1. That is ¢; = a;qx for some
a; € R. But as R is an integral domain and ¢; is prime it also is
irreducible by (2.47.(v)). This yields «; € R* and hence ¢; =~ gq. But
by assumption this is ¢ = k in contradiction to ¢ € 1...k — 1. Thus
we have seen g f h, or in other words (gx : h) = 0. Now recall that
h | b, that is there is some g € R such that b = gh. then we may
easily compute (using (ii))

n(k) = (g :0) = (@ :9h) = (@ :9)+{g:h) = {gx:9)

That is qZ(k) = q]iqk:m | g such that g = qg(k)f for some f € R.
Multiplying this identity with h we finally find a | b from

b =gh = ¥ rh = af

It remains to verify the second claim in (vi). That is consider any
prime element p € R such that p | b= af. As p is prime this means
p | aorp | f.In the first case p | a (by construction of a) we find
some ¢ € 1...k such that p | ¢;. That is ap = ¢; for some a € R.
Again we use that ¢; is prime and hence irreducible to deduce that
a € R* and hence p ~ ¢;. In the second case p | f we are done
already, as f = b/a. Thus we have proved p | (b/a) or p = p; for
some ¢ € 1...k. Now suppose both statements would be true, that is
p | fand (wlo.g.) p | qx. Thatis f = pr and ¢ = ap for some
r € R and o € R*. Then we compute

b =af = (hqz(k)) (oz_lqkr) = qZ(k)H(a_lhr)
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In particular qg(k)ﬂ | b. But this clearly is a contradiction to the

maximality of n(k) = (g : b). Thus we have proved the truth of either
p | (b/a) or p~ ¢; (and not both) as claimed.

(v) Suppose we had a € pR for infinitely many p € P. In particular we
may choose a countable subset (p;) C P such that a € p;R for any
i € IN. By (vi) we get

k
o = [ | o
1=0

From the construction it is clear that for f; := p,ip ) we get ap_1fr =

ar. And as pp | a we have (py : a) > 1 such that fr # 1. In
fact fr € R® as pr € R® and R is an integral domain. Next let us
choose some g, € R such that a = agpgr. Then for any k € IN we get
apgk = @ = ag+19k+1 = Ok fr+19k+1- 1t is clear that ap # 0, as else
a = 0-gr = 0. Thus we may divide ay from argr = agfr+19x+1 and
thereby find gx = fr+19x+1. Now using (2.47.(iv)) with gx+1 # 0 and
fre1 € R® we find gy R C ggy1R. As this is true for any k£ € IN we
have found an infinitely ascending chain

g C g1R C g2R C

of ideals in R. But this is a contradiction to R being noetherian. Thus
the assumption has to be false and that is: there are only finitely many
p € P with a € pR.

Proof of (2.49):

In a first step we will prove the equivalence of (a), (b) and (c). Using these
as a definition we will prove some more porperties of UFDs first, before we
continue with the proof of the equivalencies of (d), (e) and (f) on page (362).

e (a) = (c): By (2.47.(v)) we already know that prime elements are
irreducible (as R is an integral domain). From this (1) and the one part
of (2) are trivial by assumption (a). We only have to prove the second
part of (2): Vg € R : ¢ irreducible = ¢ prime. By assumption
(a) g admits a prime decomposition ¢ = ap; ...pg. It is clear that
k # 0 as else ¢ € R*. Now suppose k > 2 then we would write ¢ as
qg=(aq1)(q2-..qx). And as q is irreducible this would mean ap; € R*
or py...pr € R*. But as p; is prime, so is ap; - by (2.47.(iii)) - and
as R is an integral domain R*® is closed under multiplication such that
p2...pr € R*. Hence none of this can be and this only leaves k = 1.
That is ¢ = ap; and hence ¢ is prime.
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e (c) = (b): consider any 0 # a € R, property (1) in (b) and (c) are
identical so we only need to verify (2) in (b). Thus let (o, p1,...,pr)
and (83,q1,...,q) be two irreducible decompositions of a. By as-
sumption (2) in (c) all the p; and p; are prime already. Therefore
apr...px = a = Bq1...q implies k = [ and p; = ¢,(;) (for some
o € S, and any i € 1...k) by (2.47.(vii)). And by definition this
already is (a, p1,...,0) = (B,q1,---,q)-

e (b) = (a): By assumption (b) any 0 # a € R has an irreducible
decomposition. Thus it suffices to show that any irreducible element
p € R already is prime. Thus consider an irreducible p € R and
arbitary a, b € R. Then we need to showp | ab = p | aorp | b.
To do this we write down irreducible decompositions of a and b

a = apr...px and b = Bpgi1...prt

As p | ab there is some h € R with ab = ph. Again we use an
irreducible decomposition of h = ~vq; ... qy. Finally let gn4+1 :=p

Yq1 - GmGm+1r = ph = ab = afp1...pp4

As all the p; and g¢; are irreducible assumption (2) now yields that
n:=m-+1 =k + 1 and that there is some ¢ € S,, such that for
any i € 1...n we get ¢; = py(). Now let j := o(m + 1), that is
P = Gm+1 =~ pj. f jel...kthenp~p; | aandhencep | a.
Likewise if j € k+1...k + 1 then p = p; | b and hence p | b.
Together this means that p is truly prime.

Proof of (2.53):

Until now we only have proved the equivalence of (a), (b) and (c) in the
definition of an UFD. That is we understand by an UFD an integral domain
satisfying (a) (equivalently (b) or (c)). And using this definition only we are
able to prove the theorem given:

(i) Let I:={ie€l...k|p~p;} and n:= #I. Then for any ¢ € I there
is some «; € R* such that p; = ayp. Then it is immediately clear that

a = [Bbp"™ where ﬁ::aHai and b;:Hpj
i€l il

In particular p" | @ and this means n < (p : a). Conversely suppose
p™ | a for some m > n, say p™h = a = Bbp™. Then p™ "3 1h =1b
and hence p | b as pdimp™~". By definition of b this would imply
p | pj for some j ¢ I. Say p; = p for some v € R. But as p;
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is irreducible (and p ¢ R* this yields v € R* and hence p =~ p; in
contradiction to j & I. Thus we have proved the maximality of n and
hence n = (p: a).

Using (i) this boils down to an easy computation: pick up two prime
decompositions a = apy...pr and b= Gq;...q;. For j € 1...1 we let
Pk+; = q;- Then it is clear that ab = af8p; ... pp4; and thereby

(p:raby = #{iel...(k+1)|p=pi}
= #{iel.. . k|lp=p}+#{jel...l|lp=gq}
= (p:ra)+(p:b)

Exzistence: consider any 0 # a € R and pick up a prime decomposition
a=0qi...q of a. As the ¢; is prime there is a uniquely determined
p; € P such that ¢; = p;, say ¢; = a;p; for some a; € R*. Then

a=aqap;...pr where a:=aqaj...qx

For any p € P now let n(p) :=#{i€l...k|pi=p} € N. Then it is
clear that only finitely many n(p) are non-zero, as they sum up to

> nlp) = k

pelP

That is n € ®,IN And further it is clear that a has the representation

k
a = aHpi = aHp"(p)
i=1

peP

Uniqueness: Consider any a # 0 represented as a = aHp p"P) ag
presented in the theorem. Then we fix any g € P, it is clear that

a = ahg™® where h:= Hp"(p)
P#q

It is clear that (g : ¢") = n, as ¢" | ¢" and ¢"™! | ¢ would imply

q | 1 and hence g € R*. Further it is easy to see that (¢ : ah) = 0.
Because if ¢ | ah then ¢ | h (as @ € R*) and hence there has to
be some p # ¢ such that ¢ | p. That would be ¢ =~ p due to the
irreducibility of p in contradiction to p # ¢ (as IP was a representing
system). Hence we may use (i) again to find

(q:a) = (qg:ahg"®) = (qg:ah)+{(¢:¢"?) = n(q)

In particular the exponent n(q) in this representation of a is uniquely
determined to be (g : a). And as ¢ has been arbitary this means that
n is uniquely determined. And as R is an integral domain this finally
yields that « is uniquely determined, as well.
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(iii)

(vii)

Suppose b = ah for some h € R. Then for any p € R prime we get
(p:b)y =(p:ah)={(p:a)+(p:h) > (p:a). Conversely suppose
(p:a) < (p:b) for any p € R prime. Pick up a pepresenting system
P and use it to write @ and b in the form

a = aHpm(p) and b = ﬁHp”(P)

peP pelP

By assumption we have m(p) = (p : a) < (p : b) = n(p). That is
k(p) :== n(p) —m(p) > 0. Hence we explitly find some h € R such that

b = ah where h := ofl,BHpk(p)
peP

Let us abbreviate d := Hp p™®) then we need to verify that d is a
greatest common divisor of A. By definition of m(p) we have (p : d) =
m(p) < (p:a) for any p € P and any a € A. And by (iii) that isd | a
and for any a € A and hence d | A. Conversely consider any ¢ € R
with ¢ | A. In particular we have ¢ # 0 as 0 € A # (). And hence
¢ | aimplies (p:c) < (p:a) for any p € P (and a € A) by (iii) again.
This is (p : ¢) < m(p) = (p : d) for any p € P and hence ¢ | d by
(iii). The statement for the least common multiple can be proved in
complete analogy. We only have to note that the assumption #A4 < oo
guarantees n € @,IN again.

Once more we choose a representing system P of the primes of R.
And for any p € P let us abbreviate m(p) := min{(p : a), (p : b)} and
likewise n(p) := min{(p : a), (p : b)}. Then it is a standard fact that
m(p) +n(p) = (p:a)+ (p:b). By (ii) and (v) that is

(prab) = (p:a)+(p:b) = m(p)+n(p)
= (p:a)y+(p:b) = (p:dm)

And as this holds true for any p € P (iv) immediately yields the claim.

We commence with the notation of (vi) and choose any e € ged{a, b, c}.
Then by (v) the order of p € P in ¢ is given to be the following

(p:e) = min{(p:a),(p:b),(p:c)}
= min{min{(p:a),(p:b)},(p:c)}
= min{(p:d),(p: o)} = (p:¢)

And the latter is the order of any greatest common divisor of ¢ €
ged{c,d}. As this is true for any p € P we thereby find that e and
¢/ are associated. The claim for the greatest common divisors follows

immediately. The aanalogous argumentation also rests the case for the
least common multiples.
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Proof of (2.54):
As R is an UFD, it is an integral domain, by definition. Thus choose any
0 # x =b/a € QUOT R that is integral over R, i.e. Jay,...,a, € R with

" +a" 4+ 4a, = 0

Then we need to show that a | b already. But as R is an UFD we may let
d := gcd{a,b} and write a = ad and b = Sd. Then « and 3 are relatively
prime and a | bcan be put asa € R* (as then b = (a~!3)a). By multiplying
the above equation with o™ we find (note z = /«)

ﬂn+a(alﬂn—1+__.+an—1an) =0

And hence « divides 5™ - but as « and 3 were relatively prime, so are o and
[™. But together this implies that « truly is a unit of R.
O

Proof of (2.55):

(i) We first prove the irreducibility of 2 € Z[v/—3]. Thus let w := i\/3
and suppose 2 = (a + bw)(c + dw). Then by complex conjugation we
find 2 = (@ — bw)(c — dw). Multiplying these two equations we get

4 = 2.2 = (a®+3b%)(c* +3d%) > 9(bd)?

Thus if both b # 0 and d # 0 this formula ends up with the contradi-
cion 4 > 9(bd)? > 9. Thus without loss of generality (interchanging a,
c and b, d if necessary) we may assume d = 0. Then we have

4 = (a2+3b2)c2

Of course ¢ = 0 cannot be (else 4 = 0). If |¢| = 1 then ¢ + dw = £1
which of course is a unit in Z[y/—3]. Thus suppose |c¢| > 2 then ¢ > 4
such that necessarily a? + 3b®> = 1. This of course can only be if a = 1
and b = 0 such that now a + bw is a unit of Z[/—3]. Altogether 2 is
irreducible.

e On the other hand 2 | 4 = (1 + w)(1 — w). Now suppose we had
2 | 14+w,say 2(a+bw) =1+ w. Then 2a = 1 and hence 2 =€ Z*
which is false. Likewise we see that 2 does not divide 1 — w and this
means that 2 is not prime.

(iii) We first prove that p = s2+t2—1 is irreducible in R[s, ]. To do this we
fix the graded lexicographic order on R[s,t], that is R[s, ] is ordered
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by (total) degree and by s < t. Now consider any two polynomials f,
g € R[s, t] such that fg = p. Then

(Nt (g) = 1t (fg) = lt(p) = It (=14 s> +12) = 2

By prime decomposition of the leading coefficient in R[s, t] we see that
either It(f) = 1,1t (f) =t or It (f) = t2. If It (f) = 1 then f is a unit
in R[s,t], likewise if It (f) = ¢? then It (g) = 1 and hence g is a unit in
R[s,t]. thus we only have to exclude the case It (f) = t. But in this
case 1t (g) = t as well such that

f = a+bs+ct
g = u-+uvs+wt

for some coefficients a, b, ¢, u, v and w € R. From this we may
compute fg and compare its coefficients with those of p. Doing this
an easy computation yields

(1) au = -1 constant term
(2) av+bu = 0 s-term
3) aw+cu = 0 t-term
(4) b = 1 s2-term
(5) bw+cv = 0 st-term
(6) cw = 1 t2-term

In particular a # 0 and hence we may regard (f/a)(ag) = fg =p
instead. That is we may assume a = 1, then v = —1 by (1). And thus
(2) turns into b = v and (3) becomes ¢ = w. From this and (5) we get
2bc = 0. That is b =0 or ¢ = 0. But b = 0 would be a contradiction to
(4) and ¢ = 0 would be a contradiction to (6). Thus lc (f) =t cannot
occur and this is the irreducibility of p.

We now prove that R = R[s,t]/P is no UFD. To do this let us denote
the set X := { (z,y) € R? | 2? + y?> = 1}. And thereby we define the
following multiplicatively closed subset of R

U = {f+PER|V(ey) €X : fla,y)#0}

By construction it is clear that U is truly well defined (if f —g=q € P
then for any (z,y) € X we get f(z,y) = g(z,y)+q(z,y) = g(z,y)) and
multiplicatively closed (as R is an integral domain). Let us now denote
the element 7 := s + P € R. Then we will prove that /1 € U™ R is
irreducible but not prime. Thus U~'R is no UFD and hence R has
not been an UFD by virtue of (2.109).
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e Let us first prove that r/1 is not prime. To do this let us define the
following elements a := 2(t+ 1)+ p and b:= —2(t — 1) +p € R. Then
ab= —4(t> —1) +p = 452 + p = 472, In particular 7 | ab and hence
r/1 | (ab)/1 = (a/1)(b/1). Now assume r/1 | a/1 that is there are
some h+P € R and u+ P € U such that a/1 = (r/1)(h + P/u+ D).
As R[s,t] is an integral domain that is 2(¢t + 1)u + P = sh + P or in
other words 2(t + 1)u — sh =: ¢ € p. Now regard (0,1) € X then
0 = ¢(0,1) = 4u(0,1) # 0, a contradiction. That is r/1 } a/1 and
likewise we find /1 fb/1 by regarding (0, —1) € X.

e So it only remains to prove that r/1 is irreducible. Thus suppose there
are some f, g € R[s,t] and u+ P, v+ P € U such that

s+p _r _ f4+Pg+tP _ fg+D
1 1  u+pv+d  wwtd

That is suv + P = fg + P or in other words suv — fg =: ¢ € p. As
g € p = pR]s,t] and p vanishes on X identically, so does ¢q. And this
means that for any (x,y) € X we have the following identity

zu(z,y)v(z,y) = f(z,9)9(x,y)

In particular fg and suv and have the same roots. And as u, v do not
vanish on X these are precisely the points (0,1) and (0,—1) € X. If f
does not vanish on X then f +p € U and hence f +P/u+ P is a unit
of UT!R. Likewise if g does not vanish on X then g+p/v+9 is a unit
of U7'R. Thus in order to prove the irreducibility of r/1 it suffices to
check that at f or g does not vanish on X.

e Thus assume this was false, that is f and ¢ vanish on at least one
point, say f(0,1) =0 and g(0,—1) = 0 (else interchange f and g). We
now parametrisize X using the following curve

Q:0,21] » X ;o we <COS(°")>

sin(w)

First suppose neither f(0,—1) = 0 nor g(0,1) = 0, that is f and g
both have precisely one root on X. Then f cannot change signs on
X (else [0,271] = R : w — fQ(w) would have to have at least two
roots because of fQ(0) = fQ(27) # 0). And the same is true for g.
Thus (z,y) — f(z,y)g(x,y) does not change sign on X. Likewise uv
does not have a single root on X and hence its sign on X is constant.
Hence (x,y) — zu(z,y)v(x,y) does change sign in contradiction to
the equality of these two functions. Thus at least one of the two f or
g even has to have two roots on X.
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e We only regard the case f(0,1) = 0 and ¢(0,1) = 0 = ¢(0,—1). The

other case (where f has both roots) is completely analogous. The
basic ideas is the following: as both f and g vanish in (0, 1) this is a
root of oreder 2 for fg. But zuv only has a root of order 1 in (0, 1).
Thus let us do same basic calculus - we have (7/2) = (0,1) and in
this point we get Q(7/2) = (1,0). Thus in this case we find another
contradiction to suv = fg by evaluating

((suv)Q),(w/2) _ <<uv + sv0su + su85v> <(1)> : ((1)>>

svoiu + sudsv
u(0,1)v(0,1) # 0

o = ((Gf T057) () ()
((0,0): (1,0)) = 0

Proof of (2.58):

(i)

(iii)

First consider a > 0, then it is clear that ¢ := b div a € Z exists, as the
set {g € Z | ag < b} =] — 00,b/a] N Z contains the maximal element
q = a/b rounded down. And from the construction of r := b mod a it
is clear that b = aq + r. From the definition of ¢ it is also clear that
0 < r. Now assume r > a then a(¢g+1) = ag+a < ag+r = b and hence
q would not have been maximal - a contradiction. Thus we also have
0 <r < a and hence a(r) = r < a = a(a). Thus we have established
the division with remainder for a > 0. If conversely a < 0 then —a > 0
and hence we may let ¢ := (—=b) div (—a) and r := —((=b) div (—a)).
Then we have just proved —b = ¢(—a) — r which yields b = ga 4+ r and
a(r) =a(-r) < a(—a) = afa).

Consider any g € EJt], 0 # f € EJt] and let o := lc(f). Then
f = a 'f € E[t] is normed. Further let § := a~'g. Then by (??)
there are ¢, r € E[t] such that g = ¢f + 7. Multiplying with o we find
g = qf + ar and deg(ar) = deg(r) < deg(f) (as a € E*). Thus we
have established the division with remainder on EJt].

It is straightforward to check that Z[v/d] truly is a subring of C.
Clearly 0 = 0+ 0Vd € Z[Vd] and 1 = 1+ 0v/d € Z[Vd]. Now
consider z = a + bv/d and y=f+ g\/a c Z[\/&] Then it is clear that
tty =  (a+N)+0+gVd € Z[Vd]
vy = (af +dbg)+ (ag +bf)Vd € Z[Vd]

Thus Z[V/d] is a subring of € and in particular an integral domain.
Now assume x = y, then we wish to verify (a,b) = (f, g) (the converse
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implication is clear). Assume we had b # g then we would be able to
divide by b — g # 0 and hence get

\/3:?::;6@

a contradiction to the assumption vd € Q. Thus we have b = ¢ and
hence (substracting bv/d = gv/d) also a = f. Thus z +— 7 is truly well
defined and the bijectivity is clear. We also see 0 = 0 — 0v/d = 0 and
T=1-0vd=1 immediately. It remains to prove that  — 7 also is
additive and multiplicative, by computing

T4y = (a—0Vd)+(f—gVd) = (a+f) = (b+gVd) = TFy
7y = (a—bVd)(f —gVd) = (af +dbg) — (ag +bf)Vd = 7y

But from this it is clear that v also is multiplicative. Just compute
v(zy) = |lzyTy| = |2Tyy| = |2Z| - |yy| = v(x)v(y). We finally note that
for any 0 # x € Z[Vd] we get v(x) # 0, since v(z) = |a® — db?| = 0 is
equivalent to a® = db®. Thus if b = 0 then @ = 0 and hence z = 0 as
claimed. And if b # 0 then we may divide by b to find (a/b)? = d. In
other words vd = a/b € Q, a contradiction to the assumption vd ¢ Q.
Thus the case b # 0 cannot occur in the first place.

Next we prove that the units of Z[v/d] are precisely the elements z
such that v(z) = 1. If z € Z[V/d]* is a unit, then we have 1 = v(1) =
v(zz~!) = v(z)v(2~!) and hence v(z) € Z*. But as also v(x) > 0 this
yields v(x) = 1. Thus consider any = = a + bv/d € Z[/d] such that
v(z) = 1. Then 27 = a®? — db? = +1 and hence x~! = 47 is invertible.

Now assume that d < —3 then we want to prove that 2 is an irreducible
element of Z[v/d] that is not prime. We begin by proving that 2 is not
prime: as either d or d — 1 is even we have

2| dd—1) = d®—d = (d+Vd)(d—Vd)

but we have 2 Jd+ \/E, because if we assume 2(a+b\/g) — d++/d then
(comparing the v/d-coefficient) we had 2b = 41 € Z in contradiction to
2 ¢ 7*. However 2 is irreducible, assume 2 = zy for some z, y € Z[/d|.
Then 4 = v(2) = v(zy) = v(x)r(y). Hence we have v(z) € {1,2,4}. If
v(x) = 1 then z € Z[Vd]* is a unit. And if v(x) = 4 then v(y) = 1 and
hence y € Z[Vd]* is a unit. It suffices to exclude the case v(z) = 2,
that is assume v(z) = 2. As d < —3 we have 2 = v(x) = a® — db>.
Thus in the case b # 0 we obtain 2 = a®> —db> > 0+3-1 =3 a
contradiction. And in case b = 0 we get 2 = a? for some a € Z, in
contradiction to the irreducibility of 2 in Z. Thus v(z) = 2 cannot
occur and this means that 2 € Z[V/d] is irreducible.
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It remains to prove that (Z[v/d],v) even is an Euclidean domain for
d € {-2,-1,2,3}. We consider the elements 0 # = = a + bv/d and
y = f+ gVd € Z[Vd], then (as v(y) # 0) we may define

af —dbg
P e
_ag—>bf
T 2 T

That is p + ¢vd := (1/(a® — db®))yZ. And therefore we obtain the
identity (p +¢Vd)z = (1/(f? — dg?))yTx = y. In other words we have
found y/z to be p+qv/d € Q[v/d]. Now choose r, s € Z such that |p—r|
and |¢ — s| < 1/2 (which is possible, as the intervals [r — 1/2,7 + 1/2]
(for r € 7)) cover Q) and define

u = r+sVd

= y—ux
Then it is clear that u, v € Z[Vd] and y = ux +v. But further we find

a:((p—r)—k(q—s)\/g):a:(g—u):y—u:c:v

T

Due to the multiplicativity of v (which even remains true for coeffi-
cients (here p—r and ¢—s) in Q ) we find v(v) = v(z)|(p—r)?—d(q—s)?|.
But as |d| < 3 we can estimate

((p—7)?=d(g=5)*| < (p—r)°+ldl(a—s)* < (1/2)*+3(1/2)* = 1

The case |(p—7)2—d(q—s)?| = 1 can only occur if [p—7| = |[p—s| = 1/2
and d = 3. But in this case we have |(p—r)?—d(q—s)?| = [1/4—3/4| =
1/2 < 1. Thus we have even proved the strict estimate

v(v) = v(@)|(p—7r)* —dg—s)*| < v(z)

Altogether we have seen that Z[v/d] is an integral domain and that
given 0 # x, y € Z[Vd] we can find u, v € Z[/d] such that y = uz +v
and v(v) < v(z). But this is the condition to be an Euclidean domain.

d

Proof of (2.59):

e Without loss of generality we assume v(a) < v(b) and let f; := b and
fo := a. That is if f and ¢ are determined using the initialisation
of the algorithm, then we get fi = g and fo = f. Suppose we have
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already computed f1,..., fr € R and f; # 0, then in the next step the
algorithm computes qx := q and fx11 := r € R such that

fo—1 = @fr+ frq

and v(fx+1) < v(fx). Thus by induction on k we find the following
strictly decreasing sequence of natural numbers

v(b) = v(fi) =z v(fa) > v(fs) > ... > v(fi) > v(fera) > -

As v(b) is finite this chain cannot decrease indefinitely but has to
terminate at some level n. That is f = f,+1 = 0. And therefore

fn—1 = Gng where g = fy.

We will now prove that for any 1 < k <n we have g | fx. For k =n
we trivially have g | g = f,. And for k =n — 1 we have f,_1 = qng
by construction. Thus by induction we can assume k£ < n — 1 and
g | fntog | fr. Then from fr_1 = qxfr + fr+1 it also is clear that
g | fr—1 completing the induction. In particular we have g | fo =a
and g | f1=0.

Now suppose we are given some d € Rwithd | a = foandd | b= fi.
Then we will prove that for any k € 1...n we get d | f, by induction
on k. Thus assume £k > 2 and d | f;y tod | fx. Then from
fe+1 = fr—1 + qefr we also get d | fry1 completing the induction.
In particular we get d | f, = ¢g. And hence g truly is the greatest
common divisor of ¢ and b.

We will now prove the correctness of the refined Euclidean algorithm.
The first part (the computation of g) is just a reformulation of the
standard Euclidean algorithm. And as the second part is a finite com-
putation, it is clear that the algorithm terminates. Next we will first
prove that for any 2 < k € IN we have f = rpfo + sifi. For k = 2
this is trivial fo =1 fo +0- f1 = rofo + sof1. And for k > 3 we have
computed ¢ € R such that fr_1 = qrfx + fr11 for some fr11 € R. In
particular f3 = fi —q2fo = (—q2) fa+1- fi = r3fa + s3f1. Now we will
use induction on k. That is we assume fr_1 = rp_1fo + sp_1f1 and
fr = rifo+ spfi. Then a computation immediately yields

e fo + sup1f1 = (re—1 — @) fo + (Sk—1 — qrsk) f1
= (re—1fo+sk—1f1) — qe(refo + sifi)
= feci—afe = fim
In particular for £ = n we find g = f, = rpfo + snfi- Thus let us

distinguish the two cases. If v(a) < v(b) we have f; = b, fo = a,
r=r, and s = s,. Thereby we get g = r,, fo + spf1 = ra + sb. And
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conversely if v(a) > v(b) then fi = a, fo = b, r = s, and s = 7.
Thereby we get g = 7 fo + spfi1 = sb+ ra. Thus in any case we have
obtained r and s € R such that g = ra + sb.

Proof of (2.61):

(i)

(i)

(iii)

(iii)

We use induction on n to prove the statement. For n = 0 and any
a € Ry = R* it is clear that a € Ry, as for any b € R we may choose
r = 0 and thereby get a(ba=!) = b such that @ | b — r. Thus for
n +— n+ 1 we are given a € R, and any b € R. That is we have
a | b—r for some r € R,—1. But by induction hypothesis we know
R,—1 C R, and hence r € R,,. But this again means a € R,,+1 (as b
has been arbitary) which had to be proved.

We use induction on n again. For n = 0 we are given any a € R
such that v(a) < 0. If v(a) < 0 then v(a) = —oo and hence a = 0.
Otherwise v(a) = 0 and we use division with remainder to find some g,
r € R such that 1 = ga+r and v(r) < v(a) = 0. But this can only be if
v(r) = —oo which is » = 0. Hence we have 1 = qa, that isa € R* = Ry
is a unit of R. In the induction step n — n + 1 we are given some
a € R with v(a) <n-+1. Given b € R we use division with remainder
to find ¢, 7 € R such that b = ga+r and v(r) < v(a) < n+1. Thus we
have v(r) < n and by induction hypothesis this yields r € R,, U {0}.
That is @ | b—r for some r € R, U{0}. And as b has been arbitary
this means a € R,,+1, which had to be shown.

Clearly p is well defined, as by assumption any 0 # a € R is contained
in some R,. We need to prove that u truly allows division with remain-
der: thus consider any 0 # a and b € R, then we need to find ¢, » € R
such that b = qa + r and p(r) < p(a). If p(a) = 0 then a € Ry = R*
and hence we may choose ¢ := ba~! and r = 0. If u(a) > 1 then we
let n:=p(a) —1 €N. Asa € Ry41 and b € R we have a | b— r for
some r € R, U{0}. This again yields u(r) <n < n+1 = p(a) and
b = qa + r for some ¢ € R, just what we wanted.

Next we want to prove p(a) < p(ab). If ab =0 then (as b # 0 and R is
an itegral domain) we have a = 0. Thereby p(a) = —oco = p(ab). Thus
assume ab # 0, and let n := p(ab) € N. If n = 0 then ab € Ry = R*
and hence a € R* = Ry (with a=! = b(ab)™!). Thus we likewise have
u(a) = 0 = p(ab). If now n > 1 then for any ¢ € R there is some
r € R,—1 U{0} such that ab | ¢—r. But as a | ab this yields
a | ¢—r, too and hence a € R,, again. Thereby u(a) < n = u(ab).
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(iii)

If a € R* then by (iii) above we have u(b) < p(ab) < p(a=tab) = u(b)
and hence p(b) = p(ab). Conversely suppose p(b) = u(ab). As b # 0
we also have ab # 0 (else pu(ab) = —oo # p(b)). Thus we may use
division with remainder to find some ¢, r € R such that b = q(ab) +r
and p(r) < p(b). Rearranging this equation we find (1 — ga)b = r.
Now suppose we had 1 — ga # 0, then by (iii) above again we had
pu(b) < u((1 = qga)b) = u(r) < u(b), a contradiction. Thus we have
ga = 1 and this means a € R* as claimed.

If R\ {0} =U,, Rn then (R, p) is an Euclidean domain by (iii). Con-
versely suppose (R, v) is an Euclidean domain for some Euclidean func-
tion v. Now consider any 0 # a € R, and let n := v(a). Then we have
already seen in (ii) that a € R,, and hence we have R\ {0} = |J,, Rn.

As (R,v) is an Euclidean domain we have R\ {0} = |J,, Rn by (iv).
But by (iii) this implies that (R, p) is an Euclidean domain, too. Thus
consider any a € R, if a = 0 then p(a) = —oo = v(a) by convention.
Elselet n := v(a) € N. Then a € R, by (ii) and hence p(a) < n = v(a)
by construction of pu.

Proof of (2.64):
We will only prove parts (i), (ii) and (iii) here. Part (iv) requires the theory
of Dedekind domains an will be postponed until then - see page (382).

(i)

(i)

Clearly 0 <; R is a prime ideal, as R is an integral domain (if ab € 0
then ab = 0 and hence a = 0 or b = 0 such that a € O or b € 0
again). And further any maximal ideal is prime, because of (2.19).
Conversely consider any non-zero prime ideal 0 # p <; R. As Ris a
PID there is some p € R such that p = pR. By (2.47.(ii)) this means
that p is prime and due to (2.47.(v)) this implies that p is irreducible
(as R is an integral domain). Now consider any ideal @ such that
p Ca < R As R is a PID there is some a € R with @ = aR again.
Now p € pR C aR means that there is some b € R such that p = ab.
But p has been irreducible, that is a € R* or b € R*. In the case
a € R* we have @ = aR = R. And in the case b € R* we have a ~ b
and hence 0 = aR = pR = P. As 0 has been arbitary this means that
p already is maximal.

As R is a PID every ideal @ of R is generated by one element 0 = aR.
In particular any ideal @1 is generated by finitely many elements. Thus
R is notherian by property (c) in (2.27). We will now prove property
(d) of UFDs. As R is noetherian property (1) in (2.49.(d)) is trivially
satisfied by (ACC) of noetherian rings. Hence it suffices to check
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property (2) of (2.49.(d)). But as R is an integral domain any prime
element p € R already is irreducible, due to (2.47.(ii)). This leaves

p € R irreducible =— p € R prime

Thus suppose p | ab for some p, a and b € R, say pq = ab. As R is
a PID and aR 4+ pR <; R is an ideal we find some d € R such that
dR = aR+ pR. That is there are r, s € R such that d = ar + ps. And
as a € aR + pR = dR there is some f € R with ¢ = df. Likewise we
find some g € R with p = dg. But as p is irreducible we have g € R*
ord € R*. If g € R* then we get p | a from

p(fg™") = (g'p)f =df =a

And if d € R* we get p | b by the equalities below. Thus we have
found p | a or p | b which means that p is prime

p(dtqr+d 'bs) = d'(pgr+pbs) = d '(abr + pbs)
= bd Yar +ps) = bd"'d = b

(iii) If @ = 0 then @ = OR is a principal ideal (generated by 0 € R). And
if @ # 0 there is some 0 # b € . Therefore we may choose a as given
in the claim of (iii). Now consider any b € 0 and choose ¢, r € R such
that b = ga+r and v(r) < v(a). Thenr =b—qa € @ (asa, b € a). But
a has minimal value v(a) among all those b € @ with b # 0. Therefore
r € @ and v(r) < v(a) implies 7 = 0. Thus b = ga € aR, and as b has
been arbitary this means @ C aR. And as a € R we have aR C Q.
Together we find that @ = aR is a principal ideal. And as @ has been
arbitary this means that R is a PID.

Proof of (2.66):

(i) As R is an UFD by (2.64.(ii)) the length ¢(a) € N of 0 # a € R is
well defined, due to (2.49.(b)). Therefore ¢ : R — IN is a well-defined
function and it is clear that it satisfies properties (1) and (2). Thus
consider any 0 # a, b € R, as R is a PID we may choose some r € R
such that 7R = aR + bR. It is clear that » # 0, as 0 # a € rR. Now
suppose b € aR, Then it is clear that » € aR + bR and it remains to
prove 0(r) < d(a). As a € aR+ bR = rR there is some s € R such
that a = rs. Suppose s € R*, then a =~ r and hence aR = rR. But
b€ aR+ bR =rR = aR is a contradiction to b € aR. Thus s € R*
which means £(s) > 1. Hence we have §(s) > 2 and as §(r) > 0 (recall
r # 0) this finally is

d(r) < 26(r) < §(r)d(s) = d(rs) = d(a)
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(i)

(iii)

As 0 # 0 there is some 0 # b € 0. And hence we may choose a € 0 as
given in the claim of (ii). We now want to verify 0 = aR, as a € 0 the
inclusion aR C @ is clear. Conversely choose any 0 # b € 0 (0 € aR
is clear). If we had b ¢ aR, then by property (3) there would be
some r € aR + bR such that d(r) < §(a). But as a, b € @ we have
aR+ bR C aand hence r € . As a has been chosen to have minimal
value d(a) this only leaves r = 0 and hence 0 # a € aR+bR =rR =0,
a contradiction. Thus we have b € aR and hence @ C aR as well.

By construction of § it is clear that 6 : R — IN and that § satisfies
(2). It remains to verify (3), thus consider any 0 # a, b € R then we
choose ¢, 7 € R such that b = ga + r and v(r) < v(a). If r = 0 then
b=gqa € aR. And if r # 0 we have r = —ga + b € aR + bR and
0(r)=v(r)+1<v(a)+1=4d(a).

Proof of (2.67):

(i)

(i)

(iii)

(iv)

First suppose mR = (), aR, in particular mR C aR for any a € R.
But thisis @ | m for any a € A and hence A | m. Now consider
any n € R such that A | n, that is a | n and hence n € aR for any
a € A. Therfore n € (), aR = mR and hence m | n. Thus we have
proved m € lem(A). Conversely suppose m € lem(A), then A | m
and hence m € (), aR again. In particular we have mR C (), aR.
Now consider any n € (), aR, then A | n again and hence m | n by
assumption on m. Thus we have n € mR and as n has been arbitary
this is the converse inclusion (), aR C mR.

Let dR = ), aR then for any a € A we have aR C dR and hence
d | a. Thus we found d | A, as a has been arbitary. Now consider
some ¢ € R such that ¢ | A. That is for any a € A we get ¢ | a and
hence aR C cR. But from this we get dR =), aR C cR which also
is ¢ | d. Together we have proved d € ged(A) again.

Now assume that R is a PID, then we will also prove the converse
implication. By assumption on R there is some g € R such that
gR =), aR and by (ii) this means g € gcd(A). Now from (2.47.(viii))
and d, g € ged(A) we get d ~ g and hence dR =gR =), aR.

For n = 1 the statement is trivial for by := b, thus let us assume
n > 2. Then we denote a := aj...a, and @; := a/a; € R. Now
consider d € ged{ay,...,a,} and suppose we had d ¢ R*. Then (as
R is an UFD) there would be a prime element p € R dividing p | d.
Thus we had p | d | @ and hence (as p is prime) there would be
some i € 2...n such that p | a;. Likewise for i we have p | d | @;
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and hence p | a; for some j # i. But a; and a; are relatively
prime by assupmtion, a contradiction. Thus we have d € R*, that
is 1 € ged{ai,...,an}. And by (iii) this means that there are some
hi,...,hy, € R such that 1 = hyay + -+ + hpa,. Now let b; := bh;,
then the claim is immediate from

=\ b, "\ bhia; b, . b
gai N ; a azjhzaZ o

=1

Proof of (2.68):

e (a) = (b): consider a, b € R, by assumption there are r, s € R such
that d = ra + sb € ged(a,b). By construction we have d € aR + bR
and hence dR C aR + bR. On the other hand we have d € ged(a, b)
and hence d | a and d | b. But that is aR C dR and bR C dR such
that aR + bR C dR as well. Together that is dR = aR + bR.

e (b) = (c): @ being finitely generated means that there are some
ai,...,0, € R such that @ = a;R+ -+ + a,R. We will now use
induction on n to prove that @ is principal. In the case n = 0 we
have @ = 0 = OR and in the case n = 1 trivially 0 = a1 R is principal.
Thus we may assume n > 2. Then by induction hypothesis U :=
arR+---+a,_1R <; R is principal, that is there is some u € R such
that U =uR. Nowad=a1R+---+a,R=U+a, R =uR+a,R. Thus
by assumption (b) there is some d € R such that @ = dR is principal.

e (c) = (a): consider any a, b € R and let @ := aR + bR. By
construction @ is finitely generated and hence there is some d € R
such that @ = dR. Now d € aR + bR means that there are some 7,
s € R such that d = ra + sb. And by (2.67.(ii)) dR = aR + bR yields
that ra 4+ sb = d € ged(a, b) as well.

O

Proof of (2.69):

. ( ) = (b) and (c): if R is a PID then R is a noetherian UFD due
to (2.64.(ii)). And it is clear that R also is a Bezout domain (e.g. by
) in

property (c (2.68)).

e (c) = (a): consider any ideal @ <; R, as R is noetherian @ is finitely
generated, due to property (c) of noetherian rings (2.27). And due to
poroperty (c) of Bezout domains (2.68) this means that @ is principal.
As a Bezout domain also is an integral domain this means that R is a
PID.
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e (b) = (a): consider any ideal @ <; R. If @ = 0 then @ = OR trivially
is principal. Thus we assume @ # 0 and choose any 0 # a € R with

l(a) = min{l(b)|0£bea}

where £(a) is the number of prime factors of a, that is £(a) = k, where
a = p1...px for some prime elements p; € R. As a € 0 we have
aR C 0. Conversely consider any 0 # b € 0. As R is a Bezout domain
the ideal aR + bR is principal aR 4+ bR = dR for some d € R, due
to property (b) in (2.68). As a, b € @ we have d € aR + bR C @
and clearly d # 0 (as a # 0). Thus by construction of a we have
¢(a) < ¢(d). But on the other hand we have a € aR + bR = dR and
hence d | a which implies ¢(d) < ¢(a) by (2.53.(iii)). But from d | a
and £(a) = ¢(d) we get a = d by choosing prime decompositions of a
and d as in (2.53.(iv)). Therefore we have b € aR + bR = dR = aR.
This proves b € aR and hence @ C aR, as b has been arbitary (b =0
is clear). Altogether we have @ = aR is principal and hence R is a
PID, as @ has been arbitary.

Proof of (2.72):

e (a) = (b): consider a + @ € zD R/, that is a € ZDr R/q, then by
assumption we have a € v/@. That is a* € a for some k& € N and hence
(a+a)¥ = a* +a =0+ a such that a + @ is a nilpotent of R/q.

e (b) = (c): the nil-radical of R/@ is trivially included in the set of
zero-divisors of R/a due to (1.26.(ii)), which implies equality.

e (c) = (a): consider a € zDr R/, that is a + 0 € zD R/0. Then by
assumption a+@ is a nilpotent of R/, that is a* +0 = (a+0)* = 0+a
for some k € IN. But this again means a* € @ and hence a € V.

e (c) = (d): consider a, b € R such that ab € @ but b € 0. That is
(a+0)(b+0a)=ab+a=0+0and as b+ a # 0+ @ this means that
a+ @0 € ZzDR/0 is a zero-divisor of R/0. By assumption this means
that a + @ is a nilpotent of R/@ and hence a* +a = (a +0)* =0+
for some k € IN. But this again is a* € @ and hence a € Va.

e (d) = (b): consider a + @ € zD R/a that is there is some 0 + @ #
b+a € R/a such that ab+ 0 = (a+a)(b+a) = 0+ . But this means
ab € 0 and as also b € @ we find a € /@ by assumption. That is a* € a
for some k € IN and hence (a + 6)* = a* 40 = 0 +a such that a + @ is
a nilpotent of R/a.
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The equivalency (d) <= (e) is finally true by elementary logical
operations (note that we may commute the quantifiers Va and Vb)

Va,be R : ﬂ<(ab€a)/\(b§za)>\/(a€\ﬁ)

VYa,be R : (abga)V (bea)V (aeVa)
VbacR : (baga)V(aea)V(be Va)
Va,beR : (abga)V (beVa)V (aea)
Ya,be R : ﬂ<(abea)/\(b¢\/a)>v(aea)

()

(d)

rrreey

Proof of (2.74):

We will only prove statements (i) to (vii) here. Statement (viii) is concerned
with localisations and requires the correspondence theorem of ideals in lo-
calisations. Its proof is hence postponed until we have shown this theorem.
Hence it can be found on page (363).

(i)

(i)

(iii)

If p <; R is prime and we assume ab € P for some a, b € R, then a € p
or b € p. Thus if also b ¢ P then necessarily a € p C /P. Thus p is
primary, by property (d) in (2.72).

Let P := /@, then P is an ideal of R, due to (2.17.(ii)). Now assume
1 € P, then there would be some k € IN such that 1 = 1¥ € . That
is 1 € @ and hence @ = R in contradiction to @ being a primary ideal.
Now assume ab € P for some a, b € R. That is there is some £ € IN
such that (ab)* = a*b* € a. If we have b¥ € \/a = p then b € p, as P
is a radical ideal. Thus assume b* ¢ /0. Then by property (e) we get
a* € 0 and hence a € . Thus P is a prime ideal.

It remains to prove that p = /0 is the uniquely determined minimal
prime ideal containing @. Thus assume @ C § <; R is any prime ideal
containing 0. Then we have p = v/ C /4 = (. Thus if ¢ C p, then
p = (, such that p is a minimal prime ideal containing . And if p,
is minimal then p C P, again and hence P, = P, due to minimality.
Thus p also is uniquely determined.

Let m := /0 and assume that M is maximal. Now consider any a,
b € R such that ab € @ but b ¢ . Then we have to prove a € m (in
order to satisfy property (d) of primary ideals). Thus suppose a ¢ M,
then (because of the maximality of M) we had R = m + aR. That is
there would be some h € R such that 1 —ah € M. And by definition
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of M this is (1 — ah)* € a for some k € IN. Now define

Then using the binomial rule we find 1 — af = (1 — ah)* € @ by a
straughtforward computation. That is af+0 = 1+0 and hence 0+0 =
(f+0)(0+0a) = (f+a)(ab+0a) = (fa+a)(b+a) = (1+0a)(b+0a) = b+a.
That is b € (0 in contradiction to the assumption. Thus we have a € M,
which we had to prove.

(iv) From the assumption we get M = /M = vm* C va C /M =m due
to (2.17.(vi)) (and as any maximal ideal is prime and hence radical).
Thus we have v/a = M and hence @ is a primary ideal by (iii).

(v) Denote @ := a;N---Nay, then we first note that according to (2.20.(v))

Now consider any a, b € R such that b ¢ 0. That is there is some
1 €1...ksuch that b € ;. But as ab € @ C @; and (1; is primary we
find a € \/@; = P = VA. That is a satisfies property (d) in (2.72).

(vi) Consider any a € /0 : u, that is there is some k € IN such that a*u € @.
As u ¢ @ and @ is primary, we find ¢* € v/ and hence a € Va = p,
as v/ is a radical ideal. That is we have proved v@:u C P, but as
a C a: u the converse incluison is clear from p = Va C a:wu. Thus
we have /@ :u = p. Now consider any a, b € R such that ab € 0 : u
but b € 0 : u. This means abu € @ but bu ¢ 0. As 0 is primary we
again find a € /@ =P = /@ : u and hence @ : v is primary, as well.

(vii) First observe that the radical of @ is truly given to be P, as we compute
Va = {aeR ‘ JkeN : a’“ea:@*(b)}
= {CLGR ‘ JkeN : go(a)k:go(ak)Gp}
= {aer|3e@eVi=q} = o7'@ = p

Thus consider a, b € R sucht that ab € @ but b ¢ @, that is ¢(a)p(b) =
o(ab) € b but p(b) 0. As b is primary this yields p(a) € VB = q and
hence a € ¢~1(q) = v/0. That is 0 is primary again.

d

Proof of (2.75):

332



(i)

(i)

(iii)

Let us denote p := pR, then P is a prime ideal, as p is a prime element.
Also we have p" = p"R = @ and hence v/a = \/p” = \/p = p. That
is @ is associated to P. We will now prove, that @ is primary, by using
induction on n. For n = 1 we have @ = pR = P, that is @ is prime and
hence primary by (2.74.(i)). Now consider any n > 2, and a, b € R
such that ab € @ but b ¢ v/a = p. That is there is some h € R such
that ab = p™b but p f b. As p is prime, p | hp™ = ab and p | b we
have p | a, that is there is some a € R such that a = ap. As R
is an integral domain we get ab = (ab)/p = (p™h)/p = p"~'h. Now
from ab € p" 'R and b ¢ \/p" 1 R = P the induction hypothesis yields
a € p" 'R and therefore @ = ap € p"R = @, that is @ is primary.

If a = 0 then @ is prime (as R is an integral domain) and hence primary
(by (2.74.(1))). And if @ = p"R for some prime element p € R and
1 < n € N, then @ is primary, as we have seen in (i). Conversely
consider any primary ideal @ <; R. As R is a PID it is generated by
a single element 0 = aR. Clearly a ¢ R* (as else @ = R would not be
primary). If a = 0 then @ = 0 and hence there is nothing to prove.
Thus assume a # 0, recall that R is an UFD by (2.64) and assume
there would be two non-associate prime elements p, ¢ € R such that
p | aand g | a. Then we let m := (a : p) and n := (a : q) (clearly
1 <m,n € N by (2.53.(iv))) and thereby get p"*¢" | a. That is there
is some b € R such that p™¢"b = a and p fb and ¢ fb. It is clear that
p™ ¢ /4 as else there would be some k € IN such that ¢ | a | p™*.
On the other hand we have ¢"b ¢ 0, aselse p | a | ¢"b. This
contradicts @ being a primary ideal and hence there is only one prime
element p € R (up to associateness) dividing a. Thus a = ap™ for
some « € R* and this finally means 0 = aR = p"R.

First of all m = (s,¢); is a maximal ideal, as R/M is a field (in fact we
find R/M =, E: f+m~ £(0,0). Further we have 0 = (s,#2); C
(s,t); = m. It is even true that ¢ ¢ @ and hence @ C M (suppose
t = fs+ gt? for some f, g € R. Then letting t = 0 we would find
0 = fs and hence f = 0. But this yields 1 = gt a contradiction to
t € R*). Next we have m = (s2st,t?); C (s,t?); = 0. And in analogy
to the above we find s & m?, altogether this means

m c acm

As m is maximal (2.74.(iv)) yields that @ is primary and associated
to M. Now suppose there would be some £ € IN and p € specR
such that @ = p¥. Then from m?> C a = p¥ C M we would get
m=vm? C D:W C v/m =m. That is p = M and hence
m2 ca=mk cm If £k <1 then we have m* D m a contradiction.
And if £ > 2 then m?2 D mF a contradiction, too. Thus there is no
prime ideal p <; R and k € IN with = pF.
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(iv)

First of all it is clear that U = (u? — st); C (t,u);. And as (t,u); is
a prime ideal of E[s,t,u] we find that p = (¢, u );/W is a prime ideal of
R, due to the corresopndence theorem (1.43). Now regard

0 = (o) = (Rbe, ) = (Bbeba) = (bR)(a,b,c);

Then it is clear that v/ = \/p? = p and ab = ¢ € a. However a (a bit
cumbersome) computation yields b ¢ @ and a ¢ P = +/@. This means
that @ is not primary.

Proof of (2.77):

(i)

(i)

Suppose P = a N D for some ideals @, b <; R with @ # p and p # b.
Asp=anb C a this means p C @, that is there is some a € @ with
a ¢ p. Likewise there is some b € b with b & p. Yet ab € anb = p, and
as P is prime this yields a € p or b € P, a contradiction. Thus there
are no such 0, b and this means that p is irreducible.

Consider a, b € R such that ab € p but b ¢ p. We will prove a € /P
which is property (d) of primary ideals. Thus let b := p + bR. Then
we regard the following ascending chain of ideals

P CP:a CPp:a® C ... Cp:df Cp:dtt Cl.

As R is noetherian this chain has to stabilize. That is there is some
s € IN such that for all i € N we get p : a® = P : a**. Now let
0:=p+a’R. Then we will prove

p = anb

The inclusion 7 C” is clear, as p € G and p C b by construction.
Thus consider any h € aND. As h € b =p + bR there are some g € P
and g € R such that h = ¢ 4+ bg. Therefore ah = aq + abg € P as we
have ab € p. And as h € @ = P + a’R as well, there are some p €
and f € R such that b = p + a®f. Hence ah = ap + a**' f such that
a’t1f = ah — ap. Now recall that ah € P, then a**1f = ah —ap € p
and this means f € P : a®"! = p : a®. Therefore we have a®f € p and
this finally means h = p+a®f € p. Thus we have established p = anb.
However as b ¢ P we have p C B. And hence the irreducibility of p
yields p = 0 = P+ a°R. In particular a® € P and that is a € /P which
had to be shown.

Let us denote the set of all proper ideals that do not satisfy the claim
(i.e. that are no finite intersection of irreducible ideals) by

A = {a < RIa#R, 3py,....P, < R ¢ (1) and (2) }
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We have to prove A = (), thus assume A # ), as R is a noetherian
ring this would mean that A contains a maximal element 0* € A*. As
a* € A we in particular have that @* is not irreducible (else @* would
be its own irreducible decomposition). And as also @* # R this means
that there are ideals 0, b <; R such that a* =anNb and a* C a and
a* C b. By maximality of @* this means @, b ¢ A and hence there
are irreducible decompositions (p;,...,p;) of @ and (qy,...,q;) of b.

Hence
k !
o =anb = (ﬂpZ)ﬂ M
i=1 j=1

This means that 0* admits (P;,...,P;,q;,-..,q;) as an irreducible de-
composition and hence 0* ¢ A, a contradiction. Thus we have A = (),
that is every proper ideal of R admits an irreducible decomposition.

d

Proof of (2.80):

By assumption (2) we have @ = (1;0; for J :=1...k. And hence we may
choose a subset I of minimal cardinality with this property. Now it is clear
that ~ is an equivalency relation on I, as it belongs to the function

p: I —specR : i +/Q;

Hence A = I/ =~ is a well defined partition of I (the equivalency classes
a € A are just the fibers of p). And for any a = [i] € A we may define
P, = /0. That is for any a € A the set {a; | 7 € a} is a finite collection of
primary ideals associated to p,. Hence by (2.74.(v)) G, is a primary ideal
associated to P, as well. In particular (0,) (where o € A) satisfies property
(1) of primary decompositions. Further we have

e = NN = Mo = a

acA acAica el

as the a partition I and construction of I. Thus also property (2) of primary
decompositions is satisfied. And property (4) is clear from the construction
of A precisely by this relation. It remains to verify property (3). That is fix
any (= [j] € A and assume 0 = ﬂogéﬁ (y. As j € 8 we in particular find

szaig ﬂaig ﬂaa:a
icl j#iel BAacA

But this would mean @ = (), 0; in contradiction to the minimality of I.
Altogether we have proved properties (1) to (4), that is (a,) (where a € A)
is a minimal primary decomposition of (.
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Proof of (2.81):

(i)

(i)

(iv)

(iii)

By definition #ass(q1,...,0;) = #{P;,..., P} < k. And if we suppose
P; = P, then by minimality of (@1,...,0;) we have i = j (this is
property (4)). Hence we even find #{p;,...,P,} = k as claimed.

As a = (), a; and using (2.17.(vi)) and (2.20.(v)) we can easily compute

k
@:u) = ﬂm

=1

If u € 0; then we have 0; : v = R according to (2.17.(iv)). And if
u ¢ @; then @; : w is primary again with \/@; : u = \/@; = P, by virtue
of (2.74.(vi)). Thus we have obtained

k
R ifueq
Vaiu = Q{P@ if u ¢ a

Thus we may ignore any ¢ € 1...k with u € @;, as they do not con-
tribute to the intersection. What remains is precisely the claim

Vatu = (O p

uga;

If p € ass(@) then by definition of ass(@) there is some u € R such that
p = /@ : u. Thus by (ii) we have the identity

b = ﬂpi

uga;

And hence by (2.11.(ii)) there is some ¢ € 1...k satisfying (u & @;
and) P, € p. And as P C P, is clear this is p =P, € ass(A1,...,0z).
Conversely choose any j € 1...k. As (01,...,0;) is minimal we have
acC ﬂ#j 0; and hence there is some u; € @; for any 7 # j but u; € ;.
Thus for this u; by (ii) we get

ﬂ pp =P, = O:u; € ass(a)

u;j €0;

Without loss of generality we consider p; € ass(@i,...,0;)s. That is
for any i € 2...k we have P, ¢ P;. And this again means that there
is some a € P, with a ¢ p;. Now let U := R\ P,, in particular a € U.
Then because of a € P, = 1/0; there is some n € IN such that a” € @;.
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And as a" € U, too, we get 1/1 = (a")/(a") € U~'a;. Hence we get
U~'0; = U"'R and this again means

R = (U'a)NnR = a;:U

for any ¢ € 2... k. This now can be used to prove 0 : U = (; by virtue
of the following computation (see (2.104) - for convenience we even
gave an elementary proof of (AND): U = (a:U)N (b:U) there)

k k
“:U = (ﬂaZ):U = (@:U) = a:U =

i=1 =1

Hereby a; : U = 07 holds true because @; is primary and U = R\ p;.
To be precise consider a € @; : U, that is there is some u € U such
that au € ;. But by definition of U we have u ¢ p; = /01, and as
(; is primary this yields a € ;. Thus we have 0; : U C @; and the
converse inclusion is trivial.

If p € ass(@), then by virtue of (iv) we have p = p, for some i € 1...k.
And as P, is minimal (iii) implies @ : (R\ P) = @; € iso(Ay,...,0z).
Conversely consider any @; € iso(01,...,0;). Then by definition p, €
ass(ay,...,0x), and by (iii) this means @; = a: (R\P). And by (iv)
we also have P, € ass(0), and thereby @; € iso(@).

Proof of (2.83):

(1)

By (2.77.(iii)) there are some irreducible ideals p,,...,p, <i R such
that @ = p; N---NP,. And by (2.77.(ii)) these irreducible ideals
already are primary. Thus (P;,...,P,) is a primary decomposition of
0. And by (2.80) we find that @ then already has a minimal primary
decomposition.

Now assume that (0y,...,0;) and (b, ...,0;) are minimal primary de-
compositions of @. Then by (2.81.(iii)) we get the identity

ass(0q,...,0;) = ass(@) = ass(by,....0)

(Note that by definition ass(@) and iso(@) only depend on @I, not on
the decomposition). And by (2.81.(i)) this in particular implies k = [.
The third identity we finally get from (2.81.(iv))

iso(0y,...,0;) = iso(a) = iso(by,...,0)
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(3) Let us denote the minimal prime ideals over @ by p,, that is we let
{Py,--, P} = {p € specR | & C p}. (note that there are only
finitely many p,, due to (2.35.(iii))). Then by (2.20.(i)) we have

k
Q= Vo = ﬂ{pespechagp}* = ﬂpi
i=1

And as the p, are prime they in particular are primary according to
(2.77.(1)). That is (Py,...,P;) is a primary decomposition of . And
as /P, =P, #P; = \/P; (for i # j) it even satisfies property (4) of
minimal primary decompositions. Now assume that for some index
J € 1...k we had the equality

(p = a <

i#]
Then by (2.11.(ii)) there would be some i # j such that @ C p, C p,.
And by minimality of p; this would mean P, = P,, a contradiction.
Thus (Py,...,P,) also satisfies property (3), that is it is a minimal
primary decomposition of (. In fact this even is ass(P;,...,P,) =
iso(Py, ..., Py), that is every associated ideal is an isolated component.
Now assume that (0y,...,0;) is any minimal primary decomposition
of a, then by (2) we have [ = k and

{pla"'vpk} - aSS(plv"'7pk)

= iso(Py, .-, Py)
= iso(0q,...,0x)

That is for any i € 1...k we have 0; € iso(0q,...,0;) = {P;,..., P}
and this again means that for any i € 1...k thereissome o(i) € 1...k
such that a; = Poiy- Clearly o is injective, because if we assume
o(i) = o(j) then @; = P,;) = P,(;) = 0; in contradiction to the
minimality of (01,...,0x). But as k is finite this already means that o
is bijective, that is o € Si. Altogether (a1, ...,0) is just a rearranged
version of (Py,...,P;).

Proof of (2.85):

(i) Let (@q,...,0x) be a minimal primary decomposition of @ (which exists,
due to (2.83)) and P, := \/0;. Then we have seen in (2.81.(iv)) that
ass(@) = {Py,...,P,}. Thusfrom();0; =0 C qweget; C qforsome
i €1...k, according to (2.11.(ii)). Therefore p, =+/0; C /9 =4 and
p;, € ass(a). Now let p; C q for some p; € ass(a). Then we may
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choose some minimal p; € ass(@), with p; € P, (as ass(a) is finite).
And hence we get 0; C P, C pj C q, that is ; € ¢. Finally consider
a; € qthena C a; C qis clear.

(ii) We stick to the notation used for (i) that is (@1,...,0%) is a minimal
primary decomposition and P, := /0;. 7 C” if @ C q then by (i)
there exists some @; € iso(@1) such that @; € q. Thena C a; C p, =
v@8; € /9 = Q. By minimality of q this yields § =P, € ass(@),. 7 27
conversely, if P, € ass, then @ C a; C p,. Thus if we consider any
prime ideal p <; R such that @ C p C p,, then by (i) there is some
p; € ass(@) such that p; C p C p,. By minimality of p; in ass(a) this
means P; = P, and hence p = P,. Hence P, is a minimal prime ideal
containing (.

(iii) This follows immediately from (ii) and (2.20.(i)): by the propositions
cited, we have va = N{q € specR | @ C q} = Nass(a),. And it
is clear that (ass(a) C (Nass(@)., as ass(0), C ass(@). But on the
other hand, if i € ass(@) there some {, € ass(@), such that {, C i (as
ass((0) is finite). Thus we also have (ass(0). C [)ass(q).

Proof of (2.86):

We will first prove the ¢ truly is a homomorphism of rings. By definition
we have ((0) = Og and ((1) = 1. If now k € N then ((—k) = k(—1g) =
—(k1r) = —((k) by general distributivity. Hence we have ((—k) = —((k) for
any k € 7. (because if k < 0 then —k € N and hence —((k) = —((— — k) =
— —((—=k) = ((—k)). This will be used to prove the additivity of (. First
of all it is clear that for i, j € IN we get

Ci+j) = (i+4)lp = (ilr) + (j1r) = C(i) +(())

And Tikewise ¢((—1) + (=) = C(=(i+ 1)) = —C(i + 1) = ~(C() + () =
—((1)+—C(j) = ((—i)+¢(—7j). Now assume i > j then by general associativ-
ity it is clear that C(i+(—j)) = C(i—j) = (i— )1z = (iLg) — (1) = C(i) —
C0) = Cl0)+C(—j). And iFi < j then C(i+(—)) = C(—(j—3)) = ~C(j—i) =
—C(j) + ¢(—=i) =¢(—j) + —¢(=i) = (i) + ¢(—=7). Thus in any case we have
C(i+(—3)) = ¢(i)+¢(—7) and likewise we see (((—i)+j) = ¢(—4)+¢(j). Thus
we have finally arrived at ((i+j) = ((i)+((j) for any ¢, j € Z. For the mul-
tiplicativity things are considerably simpler: let 7, 7 € IN again, then by the
general rule of distributivity we get ((ij) = (ij)1r = (ilr)(j1r) = ¢(2)C(4)-
And as also ((—k) = —((k) this clearly yields ((ij) = ((i)((j) for any
i, j € Z. Thus ¢ is a homomorphism of rings. And if ¢ : Z — R
is any homomorphism, then ¢(1) = 1. By induction on & € IN we see
o(F) = o1+ + 1) = (1) -+ (1) = Tp+ -+ 1 = kg = C(k).
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And of course p(—k) = —p(k) = —((k) = ((—k) such that ¢ = ¢. This also
is the uniqueness of (.

Thus im (¢) is a subring of R by virtue of (1.51.(v)). Let us denote the
intersection of all subrings of R by P - note that this is a subring again, due
to (1.30). From the construction of P it is clear, that P C im({) <. R.
But as 1 € P we have and hence ((k) = klr € P fOr any k € IN. Likewise
—1pr € P and hence ((—k) = k(—1g) € P. This is the converse inclusion
im ({) € P and hence im (¢) = P.

Now kn (¢) <; Z is an ideal in Z due to (1.51.(v)) again. But as (Z, «)
is an Euclidean domain 7 is a PID due to (2.64.(iii)). Hence there is some
n € Z such that kn ({) = nZ. Thereby n is determined up to associateness.
And as Z* = {1,—1} this is n is uniquely determined up to sign +n. Thus
by fixing n > 0 it is uniquely determined. Now

kn(¢) = {keZ][{(k)=0r}

{+k |k €N, (k) =0r)
{+k|keN, klp=0g}

Thus if n = 0 then kn (¢) = 0 and hence k1r = Or implies & € kn () =0
which is £ = 0. And if n # 0 then kn (¢) # 0. And hence we have seen in
(2.64.(iii)) that a(n) = |n| = n is minimal in kn (¢). And due to the explict
realisation of the kernel above this is n = min{1 <k € N | klr =0}.

O

Proof of (2.88):

(i) As R is an integral domain, so are its subrings P <, R. In particular
im (¢) <, R is an integral domain. But by definition and (1.56.(ii))
we’ve got the isomorphy (where n := CHAR R)

Z/nZ = Z/kn(C) >~ im({) = PRRR <, R

Hence Z/nZ is an integral domain, too and by (2.9) this implies that
nZ, = 7 or nZ is a prime ideal in Z. If we had nZ = Z, then n = 1,
which would mean 1z = Op in contradiction to R # 0. This only
leaves, that nZ is a prime ideal. But this again means that n = 0 or
that n is prime because of (2.47.(ii)).

(ii) Suppose n := CHARR = 0 and kr = Og, then k € kn({) = nZ =0
which is & = 0. Conversely suppose n € nZ = kn(({), that is ngp =
¢((n) = Ogr and by assumption this implies n = 0. We now prove
the second equivalency. That is we assume n = 0 and want to show
¢ :7 =, PRRR. But as in (i) we find the following isomorphies

7 = Z/OZ = Z/kn(() ~ im(¢) = PRRR
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(iii)

where k +— k + 07 = k + kn (¢) — ((k) - which precisely is ¢ again.
Conversely suppose ® : Z = PRR R for some isomorphism ®. If we
had n # 0, then Z, = Z/nZ would be finite. But as we have the

isomorphy Z =, PRRR 2, Z, once more this cannot be (as we
thereby find the contradiction co = #7Z = #Z, = n < ).

If n := CHAR R # 0, then we have already proved the minimality of
n, that is n = min{1 < k € N | kg = Or} in (2.86). Conversely
suppoese n is this minimum and denote ¢ := CHAR R. As ¢z = Or and
n is minimal with this property we have n < ¢. On the other hand we
have ((n) = ng = Or and hence n € kn (¢) = ¢Z. That is ¢ | n and
hence ¢ < n, altogether n = ¢ = CHARR. And n # 0 is trivial (as n
is contained in a subset of {k | 1 < k € IN}). The second equivalency
results from the following isomorphy again (refer to (1.56.(ii))

Ly = Z/nZ = Z/kn(() ~ im({) = PRRR

where k +nZ =k +kn (¢) — (k). Thus if CHARR = n # 0 we are
done already. Conversely suppose there was some isomorphism ¢ such
that ® : Z,, =, PRRZ. Then we had (where ¢ := CHAR R again)

L = Z/kn(g) ~ im(¢) = PRRR = Z,

In particular we find ¢ = #Z.. = #7.,, = n (as n # 0 and hence ¢ # 0).
That is we have found n = ¢ = CHAR R and n # 0 has been assumed.

If n :== CcHARR = 0, then by (ii) we have ¢ : Z =, PRRR. And
as PRF R is the quotient field of PRR R this implies @ =, PRFR
under the isomorphy a/b — ((a){(b)~!. Likewise if n := CHAR R # 0
then by (iii) we have Z, =, PRRR. As R is a field it is a non-zero
integral domain. Thus by (i) n is prime. Hence nZ is a non-zero
prime ideal and hence maximal (due to (2.64.(i))), such that Z, is a
field. As PRF R is the quotient field of (the field) PRR R this implies
Z, =, PRR R = PRF R. Conversely if @ =, PRF R, then CHARR =0
as else Z,, =, PRFR =, Q (where n = CHAR R # 0) by what we have
just proved. And if ® : Z, = PRF R for some isomorphism @, then
we have ngp = nlgp = n®(1 + nZ) = ®(n + nZ) = ®(0 + nZ) = Og.
Thus if ¢ := CHAR R, then n € kn ({) = ¢Z and hence ¢ | n. On the
other hand we have Op = cg = clg = c®(1 + nZ) = ®(c+ nZ). From
the injectivity of ® we get ¢ +nZ = 0+ nZ and hence n | c¢. As both
n and c are positive this only leaves n = c.

First suppose we had ¢ := CHARR = 0, then ¢ : Z — R would be
injective (as kn (¢) = ¢Z = 0), which contradicts R being finite. Thus
we have ¢ # 0, now let P := PRR R, then by (iii) we have P =, Z. and
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hence #P = #7.. = c. But - being a subring - P <; R is a subgroup
(under the addition + on R). Thus by the theorem of Lagrange (1.6)
we have ¢ = #P | #R.

Proof of (2.89):

(i)

(i)

(iii)

Consider a unit @ € R* of R and suppose ab = 0, then b = a0 =0
and hence a is no zero-divisor of R. Conversely suppose that a € ZD R
is a non-zero-divisor of R. Then the mapping

R— R :b—ab

is injective (as ab = ac implies a(b—c¢) = 0 and as a ¢ zD R this yields
b — ¢ = 0 such that b = ¢). But as R is finite any injective map on
R also is surjective (and vice versa). Hence there is some b € R such
that ab = 1. But this means that ¢ € R* is a unit of R.

If f = pa then we easily have (f + p"S)(p"~! + p"S) = p"a + p"S =
0+ p"S. And as S is an integral domain we have p" J p"~! or in
other words p"~! + p"S # 0 4 p"S. And hence f + p™S is a zero-
divisor of S/p™S. Conversely suppose (f + p™S)(g + p™S) =0+ p"S
for some g+ p™S # 0+ p™S. This means p" J g and hence we obtain a
well-defined [ € 1...n — 1 by letting

I == glp] = max{keN|pF | g}

If we now write g = p'b then by assumption we have p | fg = fp'b
and hence p | p"~! | fb. Aspisprimewegetp | forp | b. Butas
[ has been chosen maximally p | b is absurd, which only leaves p | f.

As R # 0 (because of p"S C pS # S) we have already seen the
inclusions NILR C zDR C R\ R* in (1.26.(ii)). And by (ii) we
already know zD R = (p + p"S)R. And if pa + p"S € zD R then

which also proves zD R C NIL (R). Thus it only remains to prove the
inclusion R\ R* C (p+ p™S)R. Thus consider x = f + p"S ¢ R*, in
particular we have f ¢ S* (as else 27! = f=! +p"S). Thus f has a
true (i.e. » > 1) prime factorisation

T
f = aq where ¢ := Hqi
=1
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with a € §* and ¢; € S prime. Now suppose that p is not associated
to any of the ¢; (formally that is =(p ~ ¢;) for any i € 1...r) then we
had ged(p”, ¢) = 1. The lemma of Bezout (2.67.(iii)) then implies

p"S+qS = ged(p”,q)S = S

Therefore there are ¢ and b € S such that ap™ + bg = 1 or in other
words bg = 1 — ap™. Now let g := ap™ + a~'b, then it is clear that

fg = aqlap” +a7'b) = (aag—a)p"+1

And hence (f +p"S)(g+p"S) = 1+p"S which implies z7! = g+ p"S
and in particular x € R*, a contradiction. Hence there has to be some
i € 1...r such that p ~ ¢;. And therefore we find p ~ ¢; | f such
that p | f, or in other words again f € (p + p™S)R. Thus we got

NILR = zDR = R\R" = (p+p"S)R

Now consider any prime ideal p <; R, then it is clear that NILR C
p C R\ R*. But by the equality NIL R = R\ R* this means P = NIL R.
Therefore NIL R is the one and only prime ideal of R. But NIL R already
is maximal - if NILR C 0 <; R, then there is some o € 4 N R* and
hence @ = R. Thus we have also proved the second equality

spec R = smaxR = {NILR}

We will poove the claim in several steps: (1) given any commutative
ring R and any ideal @ <; R let us first denote the following set

Xp(R,a) = {pespecR|aCp, #R/p<n}

Then it is clear that @ C b = X, (R,0) C X,,(R,a) (because if we
are given P € X,,(R,0), then @ C b C p and hence @ C P, such that
P € X,(R,0)). Further X,,(R,00) C X, (R,0) U X,,(R,b) (because
if we are given p € X,(R,00) then ab C p and as p is prime this
implies @ C por b C p such that p € X,,(R,0) or p € X,,(R,D)). Now
suppose @ C b <; R, then we will prove

#Xu(R8) = #X (B0, Yy)

This is clear once we prove that P — P/a is a bijection from X, (R,0)
to X,,(R/a,b/a). But by the correspondence theorem (1.43) (and the
remarks following it) P <; R/ is prime if and only if p = p/a for some
p < R prime, with @ € p. And due to the correspondence theorem
we also have b C p if and only if b/a C p/a. Finally we've got the
third isomorphism theorem (1.56.(iv)) which provides the isomorphy
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R/p =, (R/a)/(p/a). In particular we have #R/p = #(R/a)/(p/0q).
Thus P — p/a is well-defined and surjective. But the injectivity is
clear (by the correspondence theorem) and hence it is bijective. In a
second step (2) let us now denote the set

A = {09 R|#Xn(R,0) =00}

Suppose A # () was non-empty, then (as R is noetherian) there would
be a maximal element @* € A*. We now claim that this maximal
element 0* is prime. It is clear, that 0* # R, as R/R = 0 has not a
single prime ideal, in particular #X,,(R, R) = 0. Thus suppose there
would be some a, b € R such that ab € @* but a, b € 0*. Then we let
0:=0"+aR and b := 0* + bR and thereby get 0* C @, b and ab C a*.
Thus by the inclusions in (1) we would find

Xo(R,0*) C Xo(R,00) C X,(R,0)U X, (R,0)

But as @* is maximal in A we have @, b ¢ A. That is both X, (R, @)
and X,(R,b) are finite. Thus by the above inclusion X,(R,0*) is
finite, too, in contradiction to @* € A - thus 0* is prime. For the third
step (3) let @ := R/a@*, then by (2) @ is an integral domain. And if
0# U <; @ is a non-zero ideal, then by the correspondence therorem
there is some ideal b <; R with a* C b such that U = b/a*. But as a*
has been maximal the equality in (1) yields

#Xn(QU) = X, (R/a*,b/a*> = #X,(R,0) < o0

(4) the same reasonin yields #X,(Q,0) = #X,(R,0") = oo, such
that @ is infinite (if it was finite, that so was its spectrum and hence
the subset X, (Q,0) was finite as well). Thus we may choose pairwise

distince elements f1,..., fr11 € @ and let
fo=1[0r-# € @
i#]

as f; — fj # 0 for any @ # j and @ is an integral domain we have f # 0
as well. Now consider any prime ideal § <; @, if we have f & q then
(as q is an ideal) for any i # j € 1...n + 1 we have f; — f; € 9. Thus
forany i # j € 1...n+1 we have f;+q # f;+q. That is Q/q contains
(at least) n + 1 distinct elements and hence q§ € X,,(Q,0). Thus for
any § € X,,(@,0) we necessarily have f € q and hence

But as f # 0 we have f@Q # 0 such that (3) yields #X,(Q, fQ) < occ.
By the equalities above this means oo = #X,,(R,0") = #X,,(Q,0) =
Xn(Q, fQ) < oo a contradiction. This means that our assumption
A # () has to be false. In other words A = () and in particular 0 ¢ A.
That is #X,,(R,0) < oo which is a trivial reformulation of the claim.
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Proof of (2.91):

The implications (a) = (b) and (a) = (c) are trivial. Thus it only
remains to check the converse implications. The proof of (¢) = (a) is
elementary and hes been given in (2.89.(1)). Yet (b) == (a) requires
knowledge of group actions (which will be presented in book 2, or any other
standard text on algebra) and cyclotomic fields (which also will be presented
in book 2, or any standard text on Galois theory). Never the less we want
to give a proof of (b) = (a) and the reader is asked to refer to the sources
given for the statements not contained in this text:

Let us regard the multiplicative group F* = F'\ {0} (this truly is a group,
as F is a skew-field) of F. And let us denote the center of the ring F' by

C = {aeF|VxeF :ax=2xa}

It is obvious that C' <, F'is a commutative subring of F' and hence it even
is a field. Thus (F, +) is a C-vectorspace under its own multiplication. And
as F' is finite it clearly has to be finite-dimensional n := dim¢ F' < co. If we
denote ¢ := #C' then this implies

HF* = #F -1 = #0"—1 = ¢"—1

For any « € E* let us now denote the conjugacy class, the centralizer and
the centralizer appended by 0, using the notations

con(x) := {yxy_l |y € E*}
cen(z) = {yeE'|zy=yz}
Clx) = {yeE|zy=yx}

It is well-known from group theory that the conjugacy classes con(x) form
a partition of F* and that con(a) = {a} for any a € C. Thus let us
denote by X C F'\ C arepresenting system of the conjugacy classes, that is
X «— {con(z) |z € F\C} under x — con(z). As the conjugacy classes
form a partition of F* we find the equality

-1 = #F* = Z #con(a) + Z#COH(ZL‘)

0#£a€C zeX

= #C*" + Z #con(x)

zeX

— (q-1D+ Y #con(a)

zeX
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It is clear that (C(z),+) is a subgroup of the additive group (F,+). But
it even is a C-subspace of F, we denote its (finite) dimension by n(z) :=
dime C(x), then we get

#een(z) = #C(z)—1 = #C"@ 1 = @) 1

We now apply the orbit formula #F* = #con(z) - #cen (z). Yet as #con(z)
is an iteger we find the divisibility #cen () | #F™*. Using division with
remainder we obtain

" —1: qn(x) 1 = qn—n(a:) + qn—2n(az) 4ot qn—r(a:)n(:r:)

As this division leaves no remainder we necessarily find n = r(z)n(x),
i.e. n(z) divides n. On the other hand the orbit formula yields

q" -1

#COH(ZU) = m

Substituting this into our partition formula for the cardinality of F* we find

This is the point where the cyclotomic polynomials ®,, € Z[t] come into
play. Let m € IN and wy, := exp(2mi/m) € C, further denote k L m <=
k€ 1...m and ged(k,m) = 1. Then the m-th cyclotomic polynomial is

defined to be
b, = H (t —wh)
klm

In book 2 it will be shown that ®,,, € Z[t] has integer coefficients in fact and
(if we denote d | m <= de€1l...mand d | m) satisfies

H@d = M1
d|lm

We now assume F' # C (i.e. F' is not commutative) and regard any =z € X.
It is clear that we find ®,,(¢) | ¢" — 1. But as x € C we get #con(x) # 1
and hence n # n(x) on the other hand we have seen n(x) | n and hence

Hcpd = "1
dln

Thus we get ®,(q) | (¢" —1)/(¢™*®) — 1), too and substituting this and
®,(q) | ¢" — 1 into the equation of the partition we obtain

@ -1, = | J[ @a|@n
d | n(z)

B | @ -0- 3 N = e

zeX qn(r) -1
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In particular we get ®,,(q) < g— 1. But this clearly cannot be - as ¢ > 2 (at
least 0 and 1 € C) we see by the triange inequality that ¢ — 1| < |g — wk|
for any k € 1...n — 1. Hence we arrived at a contradiction (to C # F)

g—1 > |[0n(q) = [[la—whl > J[la=1 = ¢—1
kln kln

Proof of (2.93):

(i) R* and NzD R are multiplicatively closed, due to (1.26). And if con-
versely uv € R*, then there is some a € R such that 1 = a(uv) = u(av).
Hence we also have u € R*. Likewise, if uv € NzZD R and a € R then
auw = 0 implies auv = 0 and hence a = 0 such that v € NzD R.

(iii) 1=1-1€ UV is clear and if u, v’ € U and v, v' € V, then for any uv
and u'v' € UV we get (uv)(u'v') = (vu/)(vv') € UV again.

(iv) Immediate: if @ and b € @ then (1+a)(1+b) =1+ (a+b+ab) € 14q.

(v) Clearly 1 € p(U), as 1 € U and (1) = 1. And if p, ¢ € ¢(U)
then there are u, v € U such that p = p(u) and ¢ = p(v). Hence
g = p(u)p(v) = p(uv) € p(U) since uv € U. Likewise 1 € ¢~ 1(V) is
clear, as ¢(1) = 1 € V. And if u, v € o~ 1(V) then p(u), p(v) € V.
thereby we get uv € ¢~ 1(V) from ¢(uv) = o(u)p(v) € V. So let
us finally suppose V is saturated and uv € ¢=1(V). Then p(uv) =
o(u)p(v) € V implies p(u) € V and hence u € p~1(V), as well.

(vi) As U # 0 there is some 1 € U € U and hence 1 € [JU. And if now
uwv € [JU then there are some U, V € U such that w € U and v € V.
As U is a chain we may assume U C V and hence u € V. This yields
uv € V and hence uv € (JU.

(vii) Since 1 € U for any U € U we also have 1 € U. And if u, v € NU,
then u, v € U for any U € U. Thereby uv € U, as U is multiplicatively
closed and hence uv € (U. Likewise if any U € U is saturated, then
wv € (U implies uv € U and hence u € U for any U € U. And the
latter translates into u € (U again.

(viii) Clearly 1 = u® € U and if v’ and w/ € U then also uiuv/ = vt/ € U.
That is U is a multiplicatively closed set with u € U. And if conversely
V' C Ris any multiplicatively closed set with v € V', then by induction
on k we also find u* € V and hence U C V. Together this proves,
that U is the smallest multiplicatively closed set containing wu.
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(ix) Let us define U to be the set given, then we need to show that U is
the intersection of all saturated multiplicatively closed subsets V' C R
containing U. 7 C”: Thus consider any saturated multiplicatively
closed V. C R with U C V. If now a € U then there are b € R
and u, v € U such that uab = uwv € U C V. In particular a(ub) =
uab € V and as V is saturated this implies a € V. Hence U C V is
contained in any such V. 7 D7: If a € U that lal = la and hence
a € U. Hence we have U C U so it remains to prove that U is
saturated multiplicatively closed. Thus consider a and a’ € U, that is
uab = uv and v'a’'t! = u'v’ for sufficient b, ¥’ € R and u, v, v/, v/ € U.
Then (uu')aa’(bb') = (uu')(vv’) and hence aa’ € U, as uu/, vv’ € U.
Conversely suppose aa’ € U, that is u(aa’)b = uv for sufficient b € R,
u, v € U. Then ua(a’b) = u(aa’)b = uv and hence a € U.

O

Proof of (2.94):

We first prove (b) = (a): consider any prime ideal p <; R, then 1 € R\ D,
as 1 € p would imply p = R which is disallowed. And as P is both, prime
and an ideal we get the following equivalence for all u, v € R

w €P < wuwePporved

Hence if we go to complements (i.e. if we negate this equivelency) then we
find that R\ p is a saturated multiplicative set, since

weR\P < wuweR\porveR\D

And from this we find that R\ |JP is a saturated multiplicative set, as it is
the intersection of such sets R\ p for p € P, formally

R\[JP = R\|J» = [R\?
pep peP

Next we prove (a) = (a): fix a € R\ U then also aR C R\ U: consider
b € R, then ab € U - because of the saturation of U - would imply a € U, in
contradiction to a € U. And as U is multiplicatively closed we max choose
an ideal P(a) maximal among the ideals b with aR C b C R\ U. And this
P(a) is prime (for all this refer to (2.14.(iv))). Thus we get

R\U C [JarR < |Jpa) € R\U

agU agU

= U = r\U{r@|agU}

Proof of (2.95):
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e We will first prove that ~ is an equivalence relation: the reflexivity is
due to 1 € U, as ula = ula implies (u,a) ~ (u,a). For the symmetry
suppose (u,a) ~ (v,b), i.e. there is some w € U such that vwa =
uwd. As = is symmetric we get uwb = vwa and this is (v,b) ~ (u,a)
again. To finally prove the transitivity we regard (u,a) ~ (v,b) and
(v,b) ~ (w,c). That is there are p, ¢ € U such that pva = pub and
qwb = que. Since p, ¢ and v € U we also have pqu € U. Now compute
(pgv)wa = qu(pva) = qu(pub) = pulqub) = pu(gue) = (pqv)uc, this
yields that truly (u,a) ~ (w,c) are equivalent, too.

e Next we need to check that the operations 4+ and - are well-defined.
Suppose a/u = da’/u’ and b/v = V' /v" that is there are p and ¢ € U
such that pu’a = pua’ and quv'b = qvb. Then we let w := pg € U and
compute

/

w'v'w(av +bu) = vv'q(pu’a) + uu'p(qu'd)

= w'q(pua’) + uu'p(qud’)

= wvw(a'v +u't)

u'v'wab = (pu'a)(qu'b)
(pua’) (qud)
= wwad't/

That is (a/u) + (b/v) = (av + bu) /uv = (v + b'u) /u'v' = (a' Ju') +
(' /v") and (a/u)(b/v) = ab/uv = a'b'/u'v' = (a'/u')(V/v') respec-
tively. And this is just the well-definedness of sum and product.

e Next it would be due to verify that U~'R thereby becomes a com-
mutative ring. That is we have to check that + and - are associative,
commutative and satisfy the distributivity law. Further that for any
a/u € U'R we have a/u + 0/1 = a/u and a/u + (—a)/u = 0/1 and
finally that a/u-1/1 = a/u. But this can all be done in straightforward
computations, that we wish to omit here.

e It is obvious that thereby x becomes a homomorphism of rings, x(0) =
0/1 is the zero-element and (1) = 1/1 is the unit element. Further
kla+b)=(a+0b)/1=(al+bl)/1-1=0a/1+b/1=k(a)+ k(b) and
k(ab) = ab/1 =ab/1-1= (a/1)(b/1) = k(a)k(D).

e Next we wish to prove that « is injective, if and only if U C NzZD R.
To do this we take a look at the kernel of k

kn(k) = {a€R|a/1=0/1}
= {ac€R|JueU:au=0}
By (1.53.(1)) & is injective iff kn (k) = {0 }. That is iff for any u € U
we get au = 0 = a = 0. And this is just a reformulation of
U C NzDR.
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e So it remains to prove that  is bijective if and only if U C R*. First
suppose U C R* C NzD R by (1.26). Then as we have just seen & is
injective. Now consider any a/u € U~'R, then

i k(au™t) € im (k)
Hence we found that s also is surjective. Conversely suppose that x
is bijective. In particular x is injective and hence U C NzD R. But &
also is surjective, that is for any u € U there is some b € R such that
1/u = k(b) = b/1. That is there is some w € U such that w = uwb.
Equivalently w(ub—1) = 0, but as w € NzD R this implies ub = 1 and
hence u € R*. As u has been arbitary we found U C R*.

Proof of (2.98):

Two of the three implications are clear, thus we are only concerned with:

if for any maximal ideal M <; R we have a/1 = b/1 € Ry then already

a=">b¢€ R. But since a/1 = b/1 is equivalent to (a — b)/1 = 0/1 it suffices
a

0
vym: I:IGRm — a=0

By definition a/1 = 0/1 means that there is some u ¢ M such that ua = 0.
And the latter can again be formulated as v € ANN (a). Thus we have

Vm: ANN(a) € m

Hence there is no maximal ideal M cntaining ANN (a). But as the annulator
ANN (a) is an ideal this is only possible if ANN (a) = R and hence a = 1-a = 0.

In the second claim it is clear that for any prime ideal p <; R we get
R C Ry C F := QUOTR. Hence it is clear that R C ﬂp Ry. And as
smax R C spec R it also is clear that )y Ry € [y Bm such that we only
have to verify [y Bm € R. Thus consider any a/b € F' with a/b € (), Rm.
That is for any maximal ideal M <; R ther are some a(M) € R and b(M) ¢ M
auch that a/b = a(m)/b(M). Now define the ideal

b = (b(m)|mesmaxR); < R

Suppose we had b # R, then there would be some maximal ideal M such that
m C m. But clearly b(m) € b although b(M) & M, a contradiction. That is
b = R and hence 1 € b. That is there is a finite subset M C smax R and
there are (M) € R (where M € M) such that 1 =, #(m)b(m). Now recall
that a/b = a(M)/b(M), then we find a/b € R by virtue of

Z =173 = (Z r(IU)b(III))Z = Y r(Ma(m) € R

meM meM
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Proof of (2.99):

In the first part we will prove the existance of the induced homomorphism
©. And of course we start with the well-definedness of @ as a mapping. Thus
let us regard a/u = b/v € U"'R. That is there is some w € U such that
vwa = uwb. And thereby we get p(a)p(u)™! = p(b)p(v)~! from

pv)p(w)pla) = plvwa) = puwb) = o(u)p(w)p(b)

Next we have to check that % truly is a homomorphism of rings. To do this
consider any a/u and b/v € U"'R and compute

w(a-b> = w<ab> = pla)p(b)p(u) " p(v) ™

u v uv

= (st (emot) = 5 (5) 2 (7)

() = (pla)elo) + oot ol o)

uv

N
gle
_|_
S| o
N~
Il
6l

a

(@)p(u)™" +ob)p)™ = (E) e (z)

So we have proved the existence of the homomorphism @. It remains to
verify that this is the unique homomorphism such that px = ¢. That is we
consider some homomorphism 1 : U"'!R — S such that for any a € R we
get ¥(a/1) = p(a). Then for any u € U C R we get

1 u\ 1 uy\~1 _
(2 = (@) = o 0) = o
And thereby we find for any a/u € U™'R that ¢(a/u) = ¥(a/1-1/u) =
P(a/1)(1/u) = p(a)p(u)~! = @. That is ¢ = P, that is P is unique.

Il
©

O

Proof of (2.101):

e By definition x~1(11) is the set of all @ € R such that a/1 = k(a) € Ui,
and this has already been the first claim. And x~!(@) is an ideal of R
by virtue of (1.51.(vii)).

e " D" Ifa € Gthen a/l = k(a) € k(@) C U 'a. And for any u € U we
hence also get a/u = (1/u)(a/1) € U~ta. ” C” Conversely consider
any x € (k(a) );. Le. there are a; € @ and x; = b;/v; € U~! R such that

r = E xik(a;)) = E Gl
‘ (%3
i=1

=1
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We now let v := vy ...v, € U and v; := v/v; € U then a straightfor-
ward computation shows x = a/v for some a := ), a;b;v; € @

n n ~
Z a; bl‘ Z Qg bl‘ V; a

€T = o _— = —_
(% v v

=1 i=1

Proof of (2.103):

o Firstof all@: U isanideal-0 € a: U since 0 =1-0 € . Now consider
a,b € 0:U. That is there are some u, v € V such that ua and vb € Q.
This yields uv(a + b) = v(ua) + u(vb) € @ and hence a +b € a : U.
Likewise for any r € R we get u(ra) = r(ua) € @ and hence ra € 0 : U.

e Next it is clear that @ C @ : U, because if @ € @ then a = 1-a € 0 (due
tol e U) and henceaca:U.

e We finally wish to prove (U~'a)N R =a: U. Consider any b € 0 : U,
that is vb € @ for some v € U. Then b/1 = vb/v € U~'a and hence
b € (U'a) N R. Conversely let b € (U~1a) N R, by definition this
means b/1 € U~'a. That is there is some a € @, u € U such that
b/1 = a/u. That is there is some v € U such that uvb = va € 0. And
as uv € U thismeans be a: U.

d

Proof of (2.104):

e U anb) = (Uta)n(U): if z € U~ (aND) then by definition
there are some a € AN b and u € U such that z = a/u. But as
a € @ and a € b this already means € U~'a and z € U~'h. If
conversely * = a/u € U~'a and * = b/v € U~'b then a/u = b/v
means that there is some w € U such that vwa = uwb € aND. Hence
r = (vwa)/(vvw) = (uwb)/(uwvw) € U~ (anD).

e U Ha+Db)= (U ta)+ (U): if z € U=1(@+D) then there are some
a€q bebandu € U such that z = (a + b)/u = (a/u) + (b/u) €
(U~1a) + (U~1H). And if we are conversely given any a/u € U~1@ and
b/v € U7'D then a/u + b/v = (au + bv)/(uv) € U@ + ).

e U1 (ab) = (U 'a) (U'D): ifz € U~ (ab) then there are some f € b
and v € U such that = f/u. Again f is of the form f = )", a;b; for
some a; € @ and b; € b. Altogether we get

f "< a;b; " a; b _ _
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Conversely consider a;/u; € U~'a and b;/v; € U'D. As always we let
u = up...uy, and u; := u/u; € U again, likewise v := v1...v, and
v :=v/v; € U. Then a;/u; = (a;u;)/u, b;/v; = (bjv;)/v and

n n
a; b;

" a;l; biv; 1
iUy OU; ~ o~ _
—_— = E _— = — E w;a;v;a:b; € U 1(06)
X Uz Vg " u v uv “
=1 =1 =1

U-'Va = VU ta: if x € U7'/a then 2 = b/v for some b € v/a and
v € U. That is there is some k € IN such that b* € 0. And therefore
xF = b /o* € U~'a. Hence x is contained in the radical of U~'a.
Conversely consider any x = b/v such that there is some k € IN with
zF = b¥ /vF € U~'a. Then there is some a € @ and u € U such that
v /v* = a/u. That is uwb® = vFwa € a for some w € U. Hence
(uwb)k = (uw) = (uwb*) € a, that is uwb € /A. And this agian yields
r=b/v = (uwb)/(uvw) € U~1/a.

Next we prove (@ :U): U =a:U. Clearly, as 1 € U we have @ : U C
(@:U):U (asforany a € 0: U we havea =a-1€ (0:U) : U).
Conversely if a € (@ : U) : U then there is some u € U such that
au € 0 : U. Again this means that there is some v € U such that
a(uv) = (au)v € 0. But as uv € U this again yields a € a: U.

For (anb): U= (@:U)Nn(b:U) we use a straightforward reasoning
again: If a € (aND) : U then there is some u € U such that au € aND.
And this again means a € 0 : U and a € b : U. Conversely consider
a€ (@:U)NH:U). That is there are v, w € U such that av € @ and
aw € 0. Now let u := vw € U then au = (av)w = (aw)v € AN such
that a € (@aNb): U.

We turn our attention to Va:U = @ : U. If a : U = R then we
get\/a:U:\/]TE:R. And as @ € V@ we also have R=0: U C
Va:U C R. And hence we get vVa:U =R = V@ : U. Thus assume
a:U # R. If x € V@ : U then by definition there is some k£ € IN such
that ¥ € 0 : U. And this means z*u € @ for some v € U. Clearly
we have k > 1 as else u € @ such that @ : U = R. And thereby we
get (zu)* = (zFu)uF~1 € @, too. But this means zu € /0 and hence
x € v/a:U. Conversely if € v/a : U then there is some u € U such
that zu € v/0. Thus there is some k € IN such that z*u* = (zu)* € a.
But as u* € U this yields zF € @ : U and hence z € vVa: U.

WNW)NR =x~tUNw) =~ U) Nk~ (W) = UNR)N(DNR) = anb.

U+ NR=(0+D):U: if c€ (a+D): U then there are some a € @,
b €band u € U such that uc = a +b. That is (uc)/1 = (a +b)/1 =
(a/1)+ (b/1) e W+ W. And thereby also ¢/1 = (1/u)((uc)/1) € U+ W.
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But this finally is ¢ € (0 + W) N R. Conversely let ¢ € (W + ) N R,
that is ¢/1 €  + W. Thereby we find a/u € Ul and b/v € I such that
¢/1=a/u+b/v = (va+ub)/uv. Hence there is some w € U such that
uvwe = vwa + uwb € G+ (as a/u € W implies a/1 = (u/1)(a/u) € U
and hence a € @, likewise b € D). And as uwvw € U thisisc € (a+0) : U.

e (UW)N R = (ab) : U: if ¢ € (ab) : U then there are some a; € G,
bi € b and u € U such that uc = >, a;b; € ab. Thereby (uc)/1 =
> ;(a;/1)(bi/1) € uw and hence ¢/1 = (1/u)((uc)/1) € WM which
means ¢ € (UMW) N R. And if conversely ¢ € () N R then there are
a;/u; € W and b;/v; € 0 such that

c " a; b; " a;b;iu;0;
(A (A AR A A
S= N B S B ¢y
1 L~ u; v; ; U
i=1 =1
where as usual v 1= uy...up, v := v1...v, and U; = u/u;, V; =

v/v; € U. From this equality we again get uvwe = Y, a;b;u;0; € b
for some w € U (as a;/u; € W implies a;/1 = (u;/1)(a;/u;) € W and
hence a; € @, likewise b; € B). And as uvvw € U this is ¢ € (ab) : U.

e VINR =+a: if b € VN R then b/1 € VI, that is there is some
k € IN such that (b/1)* = b¥/1 € 4. Again this is b* € UN R = a and
hence b € /0. Conversely if b € v/ then b* € a for some k € IN. Hence
(b/1)F = b¥/1 € W which yields b/1 € VUl and thereby b € VLN R.

Proof of (2.106):
Nearly all of the statements are purely definitional. The two exceptions
to this are the equalities claimed for U~ !spec R and U~ 'smax R: Consider
any prime ideal p <; R with pNU = 0. If now ua € P then u € p or
a € P, as P is prime. But u € P is absurd, due to pN U = (. This only
leaves a € P and hence p € U~ tideal R. Conversely let P <; R be a prime
ideal with p =p : U. Ifnowu-1 =uw € pNU then1l €p:U =P
in contradiction to p # R. Hence we get pNU = 0. Now recall that
any maximal ideal is prime. Then repeating the arguments above we also
findm=m:U <= mnNU = ( for any maximal ideal m <; R.
O

Proof of (2.107):

e First of all it is clear that the mapping % — U N R = x~(1l) maps
ideals to ideals, as it is just the pull back along the homomorphism
k. Now suppose that ua € WN R - this is ua/1 € % and hence a/1 =
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(1/u)(ua/1) € W. But this again implies a € # N R and hence W N R €
U~ lideal R. Conversely for any ideal @ <I; R the set U~'@ is an ideal
of U7'R by (2.101). Thus both of the mappings are well-defined.

e Next we remark that for any 0 € U ~lideal R and %t <; U~! R we obtain
(U'a)nR = a:U = a

UlWnR) = {a/ula/lchucU} = U

Thereby the first equality follows from (2.103) and the definition of
U~lideal R. And for the second equality consider a/u where a/1 € 1I.
Then we find that a/u = (1/u)(a/1) € U as well. And if conversely
a/u € U then we likewise get a/1 = (u/1)(a/u) € I again. Altogether
these equalities yield that the maps given are mutually inverse.

e If @ C b and we consider any a/u € U~'0 then a € @ C b and
hence a/u € U~'D. And if conversely # C I and a € 4N R then
a/l1 €4 C W such that a € WN R. That is both of the mappings are
order preserving.

e Next we want to prove that this correspondence preserves radical ide-
als. Thus if @ € U 'ideal R is a radical ideal then we have @ = /0 and
thereby U~'q is a radical ideal due to (2.104) (see below). Likewise
we see that if It € ideal U"'R is a radical ideal, then 1t N R is radical,
too:

U-la =U'(Va) =U"'a
VINR = VINR = UNR

e Thus it only remains to verify that prime (resp. maximal) ideals are
truly correspond to prime (resp. maximal) ideals. For prime ideals
this is an easy, straightforward computation: ab/uv € U~'p implies
ab € p thus a € p or b € P which again is a/u € U~1p or b/v € U~ !p.
Conversely ab € £ N R implies ab/1 € ¢ and hence a/1 € L N R or
b/1 € t N R. And for maximal ideals this is clear, as the mappings
given obviously preserve inclusions.

Proof of (2.111):

(i) We will first prove the injectivity of the map given: thus suppose f/u
and g/v are mapped to the same point in (U~!R)[t]. Comparing the
coefficients for these polynomials we find that f[a]/u = g[a]/v € UT'R
for any @ € IN. That is there is some w(«) € U such that vw(«) f[a] =
uw(a)g[a]. Without loss of generality assume deg f < degg and let
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w = w(0)w(l)...w(degg) € U. Then clearly also vw f[a] = uwg|a]
for any a € 0...degg and hence even for any « € IN. This now yields

vw f(t) :vaf[a]to‘ = Zuwg[a]ta = uwg(t)
a=0 a=0

And hence we have just seen that f/u = g/v as elements of U~L(R[t]).
For the surjectivety we are given a polynomial f in (U~!R)[t]

= _ Sl

= S
Let now u := u(O)u(l)...u(deg(?D € U and u(a) := u/u(a) € R,
then it is clear that we get f/u + f for the polynomial

fo= ) a(e) flat®
a=0

We regard the homomorphism R[t] — R, : f — f(1/u). It is clear
that this is surjective, since at® — a/u¥ reaches all the elements of R,,.
We will now show that the kernel is given to be

ko (f = f(1/u)) = (ut —1)R[t]

The inclusion ” D7 is clear, as ut—1 +— u/u—1/1 = 0/1. Thus suppose
f+— 0/1, then we need to show that ut —1 | f in R[t]. Let f/1 :=
k(f) € (UTR)[t] then it is clear that 1/u is a root (f/1)(1/u) =
f(1/u) = 0/1 of f/1 and hence t — 1/u | f/1in (U"'R)[t]. Since
u/1is a unit in R,, multiplication with u/1 changes nothing and hence
(ut —1)/1 | f/1 € (U"'R)[t]. Thus

f

ORI <

ut — 1

U

But it is clear that the ideal f/1(U'R)[t] corresponds to fR][t] for-
mally (f/1(U'R)[t]) N R[t] = fR[t]. And likewise the other ideal
(ut —1)/1f/1(U~LR)[t] corresponds to (ut — 1) R[t]. As the correspon-
dence respects inclusions we have finally found

FR[] C (ut—1)R[t]

This means f € (ut—1)R[t] and hence we have also proved ” C”. Thus
f +— f(1/u) induces the isomorphism given its inverse is obviously
given by a/uf — at® + (ut — 1)RJ[t].
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(iii)

First of all U7'R is an integral domain by (2.109) and hence the
quotient field QUOTU 'R is well-defined again. We will now prove
the well-definedness and injectivity of the map a/b+— (a/1)/(b/1). As
R is an integral domain (and 0 ¢ U) we get (for any a, b, c and d € R)

e/l _¢/1 ad _a d_b c_be
b/1  dj1 1 11 11 1
<— du€U : uad = ubv

— ad=bc
a ¢
<~ g = E
The homomorphism property of a/b — (a/1)/(b/1) is clear by def-
inition of the addition and multiplication in localisations. Thus it
only remains to check the surjectivity: consider any (a/u)/(b/v) €
QuOT U R, then we claim av/bu + (a/u)/(b/v). To see this we have

to show (av/1)/(bu/1) = (a/u)/(b/v) and this follows from:

gbﬁ abu ab abv b av

u 1 U 1 v v 1

We first check the well-definedness and injectivity of the map given.
This can be done simultaneously by th following computation (recall
that R was assumed to be an integral domain and a, b # 0)

= W = (b>kh:<b>
Y

akn+h = ainti

xa'erjbk _ yaknJrhbz

ai+kbh+j (xain-‘rjbk . yakn—i-hbi) =0
o Hititkphtitk knthtitk phtit

= ya
(ab)j+k$a(n+1)ibh _ (ab)thiya(nJrl)kbj
ramTiph B ya(n-l-l)kbj

(ab)h+i - (ab)j+k

[

Hence we have a well-defined injective mapping and it is straight-
forward to check that it even is a homomorphism of rings. Thus
it only remains to check the surjectivity. That is we are given any
z/(ab)¥ € Ry, then we obtain a preimage by

x/a(n—‘rl)k xa(n—i—l)kb(n—‘rl)k T
(b/an)k = (ab)n+1)k+k - (ab)k
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(v) Let us regard the map b/v — (b+a)/(v+ a). We first check its well-
definedness: suppose a/u = b/v € U~'R, that is there is some w € U
such that vwa = wwb. Of course this yields (v + @)(w + 0)(a + a) =
(u+a)(w+a)(b+0a). But as w € U we also have w + @ € U/a and
hence (a+a)/(u+a) = (b+a)/(v+ ). And it is immediately clear
that this map even is a homomorphism of rings. Next we will prove its
surjectivity, that is we are given any (b+ a)/(v + @) € (U/a)"Y(R/0a).
As v+a € U/a there is some u € U such that v+ a0 = u+ 0. But from
this we find b/u € UT'R and b/u +— (b+0)/(u+a) = (b+0a)/(v+0).
Thus it remains to prove

kn (b»—>b+a> = U ta = {g‘aea,uEU}

v v+ 0 U

The inclusion ” 27 is clear, given a/u where a € 0 we immediately
find that (a+a)/(u+0) = (0-u+0a)/(1-u+0a)=(04+0a)/(1+a) =0.
Conversely consider some b/v € ULR such that (b+ @)/(v +0) =
0= (0+0a)/(1+a). That is there is some = + @ € U/a such that
xb+0 = (z+a)b+0a) =0+ 0a. And this means zb € 0. Further -
since x +@ € U/Q - there is some w € U such that z+a0 = w+a. That
isa:=w—x € 0. Now compute bw = bw — bx + bx = ba + bx € Q.
Hence we found b/v = (bw)/(vw) € U~'a. Thus according to the
isomorphism theorem b/v +— (b+ @)/(v + @) induces the isomorphy as
given in the claim.

(vi) Let us denote U :== R\p,as@ C pweget UNa=0and ay =U"'a
is just the definition. Hence the claim is already included in (v).

(vii) We first show that this mapping is well defined, i.e. u/1 ¢ p for u & .
But this is clear, since p = pN R. Thus we concern ourselves with the
surjectivety: given (r/a¥)/(u/a') € (Ra)y we see that

ral ra/1 1/a** ral/1 r/ak

uak uwak /1~ 1/a** uak/1 — wu/dl

And for the injectivety we have to consider (r/1)/(u/1) = (s/1)/(v/1).
Hence there is some w/a™ ¢ P such that vwr/a™ = uws/a™ € R,.
Thus there is some n € N such that o™ vwr = o™ "uws € R.
But w/a™ ¢ P means that w ¢ P and as also a € P we get that
z:=a™""w ¢ P. But as vrz = usz this means that r/u = s/v € Ry.

O

Proof of (2.109):
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e R integral domain = U~!'R integral domain
Suppose (ab)/(uv) = (a/u)(b/v) = 0/1 € U"'R. By definition of the
localisation this means that there is some w € U such that wab = 0.
But w# 0 (as 0 ¢ U) and R is an itegral domain, thus we get ab = 0.
And this again yields a = 0 or b = 0. Of course this yields a/u = 0/1
or b/v = 0/1, that is U"' R is an itegral domain.

e R noetherian/artinian = U~!R noetherian/artinian
Suppose that R is noetherian and consider an ascending chain of ideals
W C Uy C U3 C ... 1in U"'R. Let us denote the corresponding
ideals of R by 0 := Ui N R. Then the 0 form an ascending chain
a; € ay € a3 C ... of idelas of R, too. And as R is noetherian this
means that there is some s € IN such that the chain stabilizes

G € 0 €C a3 C ... € 0 = 0541 = G542 = ...

Yet the ideals correspond to one and another, that is U, = U~'0;. So
if we transfer this stabilized chain back to U™'R we find that

U C U C U3 © ... C us:us+1:us+2:---

the corresponding chain stabilized, too. And as the chain has been
arbitary this means, that U 'R is noetherian, as well. The fact that
R artinian implies U 'R artinian can be proved in complete analogy.

e RPID =— U 'RPID
Consider any ideal  <; U"!'R, by the correspondence theorem (2.107)
U corresponds to the ideal 0 :=U N R <; R of R. But as R is a PID
there is some a € R such that 0 = aR. And the following computation
yields that 4 = (a/1)U~'R is a principal ideal, too
a

b
4 = U '(aR) = {C; beR,ueU} - SU'R

e RUFD = U 'R UFD
If 0 € U then U"'R = 0 and hence U"'R is a UFD. Thus suppose
0 € U. By definition any UFD R is an integral domain, and hence
U~'R is an integral domain, too. Thus it suffices to check that any
a/u € U'R admits a decomposition into prime factors. To see this
we will first prove the following assertion

p € R prime — ]I) € (U_1R)>k or }IO € (U_IR) prime

Thus let p € R be prime and assume p/1 | (a/u)(b/v) = (ab)/(uv).
That is there is some h/w € U~!R such that ph/w = ab/uv. And
as R is an integral domain this implies uvph = wab. In particular
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p | wab and as p is prime this means p | worp | aorp | b
First suppose p | w, i.e. there is some v € R such that yp = w. Then
(p/1)(v/w) = w/w = 1 and hence p/1 € (U~'R)* is a unit. Otherwise,
if p | a-say ap=a - then (p/1)(a/u) = a/u. That is p/1 | a/u.
Analogously we find p | b = p/1 | b/v. Thus either p/1 is a
unit or prime, as claimed. Now we may easily verify that U™'R is
an UFD: consider any 0 # a/u € U 'R. As R is an UFD we find
a decomposition of a # 0 into prime elements a = ap; ...pr (where
o € R* and p; € R prime). Now let [ := {i € I |p;/1 € (U *R)*} be
the set of indices ¢ for which p;/1 is a unit. Then

o _appe _ [opre 2
v oul 1 <ugl>gl
7
That is we have found a decomposition of a/u into (a unit and) prime
factors. And as a/u has been an arbitary non-zero element, this proves
that U~ R truly is an UFD.

R normal = U~!'R normal
We have already seen that U~'R is an integral domain, since R is
an integral domain. To prove that U~ 'R is integrally closed in its
quotient field we will make use of the isomorphy (2.111.(iii))

® : QUOTR = quoTtU 'R : © — /1

s s/l

Recall that R is embedded canonically into QUOT R by a — a/1. Hence
QUOT R is considered to be an R-algebra under the scalar multiplica-
tion a(r/s) := (a/1) - (r/s) = ar/s. Analogously, for any a/w € U"'R
and any r/u, s/v € U R we have

ar/u _ a/w r/u _ ar/uw

ws/v  1/1 s/v  s/v

Thus if we consider any @ € R and any r/s € QUOT R, then the
isomorphism ¢ satisfies ®(ax) = (a/1)®(z), which can be seen in a
straightforward computation

d(ax) = q><%> _ar/l_ a/1 7)1

s s/1 1/1 s/1
ar/l a_ (T a
= o1 - 1*() = 1O

Now consider any x/y € QUOT U ! R, that is integral over U ! R. That
is there are some n € IN and py, ..., pn—1 € U'R such that

() sn() -
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Then we need to show that z/y € U 'R. To do this let us pick
up some r/s € QUOT R such that z/y = ®(r/s). Further note that
pr € UTLR, that is pr = ax/uy for some a, € R and uy, € U and let
U:=1ug...up_1 € U. Then multiplication with u"/1 € U™'R yields

n—1 k

Ge@)+ 2 G () -

Now recall that (u/1)®(r/s) = ®(u(r/s)) = ®(ur/s). Further note
that due to k < n we have uy, | u | u**. Therefore we may define
by := apu™ Jur, € R. Inserting this in the above equation yields

n—1
ur\ " b ur\k
TR N
s +};} 1 s

Again we use (by/1)®(ur/s) = ®(bg(ur/s)) and use the homorphism
properties of ® to place ® in front, obtaining an equation of the form
®(...) = 0. But as ® has been an isomorphism it can be eliminated
from this equation ultimatly yielding

ur\n Sl b (U k
(5) +Xu(5) = o
k=0
Thus we have found that ur/s € QUOT R is integral over R. Hence by
assumption on R we have ur/s € R, that is there is some a € R such

that ur/s = a/1. And this is ur = as such that r/s = a/u € U"'R.
Thus we have finally found

S o) -+ - -G en

e R Dedekind domain = U~!R Dedekind domain

If R is a Dedekind domain, then R is noetherian, integrally closed and
specR = {0} Usmax R. As we have seen this implies, that U"'R
is noetherian and integrally closed, too. Thus consider a non-zero
prime ideal 0 # ® <; U"'R. Then m := DN R <; R is a non-
zero prime ideal of R, too (if we had M = 0 then 0 = U~!'m = 0, a
contradiction). Thus M is maximal and hence M = MR is maximal,
too. That is specU 'R = {0} UsmaxU 'R. Altogether U"'R is a
Dedekind domain, too.

Proof of (2.110):
We have already proved (a) = (b) in (2.109) and (b) = (c) is trivial.
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Thus it only remains to verify (¢) = (a): we denote F' := QUOT R the
quotient field of R and regard R and any localisation Ry as a subring of R
(also refer to (2.98) for this). Now regard any = € F' integral over R, that is
f(z) = 0 for some normed polynomial f € R[t]. If we interpret f € Rpylt],
then f(z) =0 again and hence x is integral over Ry (where m <; R is any
maximal ideal of R). By assumption Ry is normal and hence x € Ry again.
And as M has been arbitary the local global principle (2.98) yields:

r € ﬂRm:R

mesmaxR

Proof of (2.49): (continued)

e (c) = (d): property (2) of (c) and (d) are identical so we only need
to verify (1) in (d). If all a; = 0 are zero then there is nothing to prove
(s :==0). And if at least one a, # 0 is non-zero, then so are all a,;
for ¢ € IN. Omitting the ag to a,—1 we may assume a; # 0 for any
i € IN. By assumption we have a;R C a;+1 R for any i € IN. And this
translates into a; 11 | a;. By (2.53.(iii)) this yields a descending chain
of natural numbers for any prime element p € R

(prag) > (pra1) > ... > (pra;) > ... >0

Of course this means that the sequence (p : a;) has to become star-
tionary. That is there is some s(p) € IN such that for all i € IN we get
(P : agp)y+i) = (P : as(p))- We now choose a representing system P of
the prime elements of R modulo associateness. Then there only are
finitely many p € P such that (p: ap) # 0. And for those p € P with
(p : ap) = 0 we may clearly take s(p) = 0. Thereby we may define

s = max{s(p) | peP} € N

Then it is clear that for any p € P and any i € IN we get (p : asyi) =
(p:as). And by (2.53.(iv)) this is nothing but as;; ~ as which again
translates into asy; R = asR. And this is just what had to be proved.

e (d) = (c): property (2) of (c) and (d) are identical so we only need
to verify (1) in (c). But the proof of this would be a literal repetition
of (2.48.(iii)). There we have proved the existence of an irreducible
decomposition using the ascending chain condition of noetherian rings.
But in fact this property has only been used for principal ideals and
hence is covered by the assumption (1) in (d). Hence the same proof
can be applied here, too.
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e (a) = (e): As D # 01is non-zero, there is some 0 # a € R with a € D.
Clearly a ¢ R* as else p = R. We now use a prime decomposition of
a, that is ap; ...pr = a € p. Thereby k > 1 as else a € R*. And as P
is prime we either get o € p or p; € P for some ¢ € 1...k. But again
o € P would yield p = R which cannot be. Thus p := p; € p where p
is prime by construction.

e (e) = (f): We assume R # 0 (else the stetements herin do not make
sense!). It is clear that 0 ¢ D (as R is an integral domain o € R* and
pi # 0). Therefore D C R\ {0} such that we obtain the canonical
homomorphism "

a
DR — = =
R — QUuOTR

Due to 0 € D we also see that D™'R # 0 is not the zero-ring. There-
fore D™!R contains a maximal ideal # <; D™ R - by (2.4.(iv)) - such
that p := 4N R € D 'smax R is maximal too - by (2.107) - in par-
ticular prime. Suppose P # 0 then by assumption (e) there is some
prime element p € p. And thereby p € p N D in contradiction to
p € D 'smax R. Thus p = 0 and therefore # = D~!p = 0, too. But
0 € D7'R being maximal yields that D™ R is a field. In particular the
canonical homomorphism is injective (as it is non-zero). Now choose
any a/b € QUOT R then a, b € R and hence a/1, b/1 € D™'R. Yet
b # 0 and hence (1/b)"! =1/b € D'R, as D' R is a field. Therefore
a/b € D™'R such that the canonical homomorphism also is surjective.
By construction this even is an equality of sets.

e (f) = (a): Consider any 0 # a € R. Then 1/a € QuOTR = D 'R,
that is there are b € R and d € D such that 1/a = b/d. And as
R is an integral domain this is ab = d € D. Yet D is saturated by
(2.47.(vi)) and therefore a € D. But this just means that a admits a
prime decomposition.

Proof of (2.74):

We have already proved statements (i) to (vii) on page (331), so it only
remains to prove statement (viii). We have already seen in (vii) that the
map b +— BN R = x71(0) is well-defined (as k= 1(q) = ¢ N R = p again).
Thus we next check the well-definedness of @ +— U~'a. First of all we have
VU-1la = U7'Va = U™'p = q due to (2.104). Now consider a/u and
b/v € UTR such that (ab)/(uv) = (a/u)(b/v) € U~ta but b/v ¢ U™'R.
Then ab € (U7'a)N R = @ : U, that is there is some w € U such that
abw € 0. But bw € @, as else b/v = (bw)/(vw) € U~'a. As @ is primary this
implies a € v/ = p and hence a/u € U~'p = ¢ = VU 1a. This means that
U~1a is primary again and hence @ — U 10 is well-defined.
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Proof of (2.15):

(i) As the union ranges over all prime ideals p with p C zD R it is clear
that the union is contained in zD R again. That is the incluison ” 27
is trivial. For the converse inclusion let us denote U := NzD R, then U
is multiplicatively closed. Let now a € ZD R be a zero-divisor. That
is we may choose some 0 # b € R such that ab = 0. This implies
aR C 7D R (because given any x € R we get (ax)b = z(ab) = 20 = 0)
or in other words aRNU = (. Thus by (2.4.(iii)) we may choose an
ideal p maximal among the ideals satisfying aR € b € R\U =zD R
and this is prime. In particular a € P such that a is also contained in
the union of prime ideals contained in zD R.

(ii) Let p be a minimal prime ideal of R, then by the correspondence
theorem (2.107) the spectrum of the localised ring Ry corresponds to

spec Ry «— {q€EspecR|q C P} «— {p}

Hence Ry has precisely one prime ideal, namely the ideal P = (R\p)~'p
corresponding to . And by (2.17.(v)) this yields

NIL Ry = ﬂspecRp =D

Now consider any a € P, then a/1 € P and hence there is some k € N
such that a*/1 = (a/1)¥ = 0/1. That is there is some u € R\ P such
that ua® = 0. But k # 0 as else u = 0 € . Hence we may choose 1 < k
minimally such that ua® = 0. Then we let b := ua®*~! and thereby
get b # 0 (as k has been minimal) and ab = 0. That is a € zD R and
hence p C zD R (as a has been arbitary).

Proof of (2.112):

(b) = (a): of course R = 0 cannot occur, as else R* = R and hence
R\ R* = () was no ideal of R. Thus R # 0 and hence R contains a maximal
ideal, by (2.4.(iv)). And if m <; R is any maximal ideal of R then we have
M # R and hence m C R\ R* # R. By maximality of M we get m = R\ R*
which also is the uniqueness of the maximal ideal. (a) = (b): let m be
the one and only maximal ideal of R. As M # R we again get M C R\ R*.
Conversely, if a € R\ R* then aR # R. Hence there is a maximal ideal
containing aR, by (2.4.(ii)). But the only maximal ideal is m such that
a € aR C M. And as a has been arbitary this proves R\ R* C m and hence
m = R\ R*. In particular R\ R* is an ideal of R.
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Proof of (2.113):
(a) = (b): consider any @ # R, then by (2.4.(ii)) @ is contained in some
maximal ideal, and the only maximal ideal available is M, such that @ C m.
(b) = (a): first of all M is a maximal ideal, as (due to (b)) m C a <; R
implies M =@ or @ = R. And if 1 <; R is any maximal ideal of R, then
we have ' # R and hence (due to (b)) # € m. But by maximality of n
and M # R we now conclude I = M. Altogether we have smax R = {m}
as claimed. (a) == (c): has already been proved in (2.112) - in the form
R\ R*=m. (¢c) = (d) is trivial, so it only remains to prove the implica-
tion (d) == (b): consider any ideal @ # R again, then we have @ C R\ R*
and due to (d) this yieldsa € R\ R* C m.

a

Proof of (2.115):

By the correspondence theorem (2.107) it is clear that My is in fact a maximal
ideal of Ry. Now suppose My = (R\P) N <; Ry is any maximal ideal of Ry.
In particular My is a prime ideal and hence (by the correspondence theorem
again) N N (R\ Pp) = 0. In other words that is 1 C P and hence fiy C my.
But by the maximality of My this is Ny = My. Thus My is the one and only
maximal ideal of Ry - that is Ry is a local ring.

Now regard Ry — QUOTR/P : a/u +— (a +P)/(u +P). This is well-
defined and surjective, since u + P # 0+ P if and only if u ¢ p. And since
R/p is an integral domain we have (a +9)/(u+p) = (0+p)/(1 +p) if and
only if @ + P = 0 + p which is equivalent to a € P again. Thus the kernel of
this epimorphism is just My and hence it induces the isomorphism given.

O

Proof of (2.118):

(U) As R # 0 we have 1 # 0 and hence by property (1) we find (1) € IN.
Thus by (2) we get v(1) = v(1-1) =v(1) +v(1) € Z. And together
this implies v(1) = 0. Now consider any a € R* then by (2) again
0=v(1) =v(aea™t) = v(a)+v(a™t) > v(a) > 0 hence v(a) = 0.

(I) If we are given a, b € R with ab = 0 then by (1) and (2) we have
oo = v(ab) = v(a) = v(b). Thus v(a) and v(b) may not both be finte
and by (1) this means a =0 or b = 0.

(P) First of all 0 € [v] as by (1) we have v(0) = oo > 1 and 1 ¢ [v] as
v(l) =0< 1 by (U). If now a, b € [v] and ¢ € R then we compute
(

v(a+0b) > min{v(a),v(b)} > 1
viac) = v(a)+v(c) > via) > 1
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(iii)

(iv)

And hence a + b and ac € [v] again. Hence [v] truly is an ideal of R
and [v] # R as 1 ¢ [v]. Now suppose ab € [v] for some a, b € R, that
is v(ab) = v(a) + v(b) > 1. Then it cannot be that v(a) = 0 = v(b)
and hence a € [v] or b € [v], which means [v] is prime.

It is clear that 1 | a for any a € R and hence 0 € {k € N | p* | a}.
Therefore afp] € NU { oo} is well-defined.

As any pF | 0 it is clear that v(0) = co. Conversely suppose that
v(a) = oo for some a € R. Then for any k € IN we may choose some
ap € R such that a = p*a;. Then p*ay 1 = a = pFay, and as R is
an integral domain this implies pay11 = ag, in particular a1 | ag.
Going to ideals this yields an ascending chain

aS C a5 C ... C apS C

As R is noetherian there is some s € W such that asR = as11R,
i.e. there is some « € R* such that as41 = aas = apasy. If as41 #0
this would mean p = a~! (as R is an integral domain) which is absurd,

since p is prime. Thus we have asy; = 0 and hence a = p”lasﬂ =0.

If g =0 then v(fg) = o0 = v(f) +v(g), thus we only need to consider
0 # f,g € R. Now write f = p*a and g = p'b where k = f[p] and
[ = g[p], then by maximality we have p fa and p /b and hence p f ab,
since p is prime. Hence v(fg) = v(pFTab) = k+1 = v(f) + v(g).

If g =0then v(f+g) =v(f) = min{v(f),v(g) }, thus we only need to
consider 0 # f,g € R. As above let us write f = p*a and g = p'b where
k = f[p] and [ = g[p]. Without loss of generality we may assume k <[
then f + g = p¥(a + p'~*b) and hence v(f + g) = v(p*(a + p'*b)) =
k+v(a+p'=*b) > k = min{v(f),v(g) }. Thus by now v is a valuation
on R and it is normed, since v(p) = 1.

Continuing with the previous item now prove the fifth property: i.e. we
even have k < [. If we now had p | a+p'~"b, then there would be some
h € S such that a = ph — p!~*b. But this would imply p | a which is
absurd, by maximality of k. Hence v(f + g) = k = min{ v(f),v(g) }.

v +— [v] is well-defined:
As v is normed, we have [v] # 0. Hence [v] is a non-zero-prime ideal,
and as R is a PID this even implies maximality.

e M — v, is well-defined:

If we have pR = M = ¢R then there is some o € R* with ap = ¢ and
as (ap)¥ | a <= p* | a we then also get vy = vop = V).

° m+—>yp»—>[yp]:m:

It is clear that [v,] = pR and as also M = pR by construction [vp,] = m.
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o v V], =1t

By construction we have [v] = pR, thus if @ € R with p / a then
a ¢ pR = [v] and hence v(a) = 0. And as v is normed, there is some
g € S such that v(q) = 1. Hence ¢ € [v] = pR, which means p | q.
Therefore 1 < v(p) (asp € pR = [v]) and v(p) <v(q) =1 (asp | q)
imply v(p) = 1. If now f € R is given aribtarily then we write f = p*a
where p fa, then v(f) = kv(p) + v(a) = k = vp(f). And hence v = v,

O

Proof of (2.120):

(i)

(iii)

(iv)

The properties (1), (2) and (3) of valued rings and discrete valuation
rings are identical. Hence it suffices to check that R is non-zero. But
by (N) there is some m € R with v(m) = 1 # oo and by (1) this is
m # 0. In particular R # 0.

We have already seen in (?7.(i)) that [v] is a prime ideal of R. Thus by
(2.113) it suffices to check R\ [v] C R*. Thus consider any a € R\ [v],
that is v(a) = 0 = v(1) and hence v(1) < v(a) and v(a) < v(1). By
(4) this implies 1 | a and @ | 1 which again is a &~ 1 or in other
words a € R*.

By (i) and (??.(i)) we know that R is an integral domain. Thus con-
sider a, b € R with a # 0, then we need to find some ¢, r € R such
that b =ga+r and (r =0 or (r) < e(a)). To do this we distinguish
three cases: if b = 0, then we may choose ¢ := 0 and r:=0. If b# 0
and v(b) < v(a), then we may let ¢ := 0 and r := b. Thus if b # 0 and
v(a) < v(b), then by (4) we get a | b. That is there is some ¢ € R
such that b = ga. Hence we are done by letting r := 0.

By induction on k € I it is clear that v(m*) = kv(m) = k. Thus for
v(a) = k = v(m") we obtain @ | m* and m* | a. That is a ~ m* are
associates and hence there is some a € R* such that a = amF. And

the uniqueness of « is clear, as R is an integral domain.

Let @ <; R be any ideal of R, combining (iii) and (2.64.(iii)) we know
that R is a PID. That is there is some a € R such that @ = aR. In
case a = 0 we have @ = 0, else using (iv) we may write a as a = am”
for some o € R*. Thus we have @ = aR = am*R = m*R as claimed.

As v(0) = co > 0 and v(1) = 0 > 0 we have 0, 1 € R. Also we
have v(—1) = v((—1)(—1)) = 2v(—1) such that v(—1) = 0 and hence
—1 € R, too. If now a, b € R then by (3) we get a + b € R and by (2)
also ab € R. Altogether R is a subring of F. We will now prove that v
is a discrete valuation on R again. Properties (1), (2), (3) and (N) are
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inherited trivially. And for (4) we are given a, b € R with v(a) < v(b).
In case b = 0 we have a -0 = 0 = b and hence a | b trivially. Thus
assume b # 0, then we have 0 < v(a) < v(b) < oo and hence a # 0,
as well. Therefore we may let x := ba~! € F. Then by (2) we get
v(b) = v(za) = v(x) + v(a), such that v(x) = v(b) — v(a) > 0. This
again means € R and hence a | b. It only remains to verify, that F
truly is the quotient field of R. Thereby the inclusion ” 27 is trivial.
Hence consider any = € F, if v(z) > 0 then z = x - 17! and we are
done. Else we have v(z~!) = —v(z) > 0 and hence z=! € R. Thus we
likewise obtain z = 1- (z~1)~1.

Proof of (2.122):

e (a) = (c): If (R,v) is a discrete valuation ring, then R already is
a local ring (with maximal ideal [v]) and an Euclidean ring, due to
(2.120). But the latter implies that R is a PID, by (2.64.(iii)). And
of course R cannot be a field, as there is some m € R with v(m) =1
(and hence we have both m # 0 and m ¢ R* as else v(m) = 0).

e (c) = (d): As Ris a PID it is a UFD according to (2.64.(ii)). Now
consider two prime elements p, ¢ € R, that is the ideals pR and ¢qR
are non-zero prime ideals. Hence - as R is a PID - pR and ¢R already
are maximal by (2.64.(i)). But as R also is local this means pR = gR.

e (d) = (b): Choose any 0 # n € R\ R* which is possible, as R
is not a field. As R is an UFD we may choose some prime factor
m of n and let M := mR. Now consider any 0 # a € R, as R is
an UFD a admits a primary decomposition a = ap;...pg. But by
assumption any prime factor p; is associated to m, that is a admits
the representation a = wmF for some w € R* and k € IN. If we had
a ¢ R* then we necessarily have k > 1 and hence a € mR = m. Thus
we have proved R\ R* C M. And as m ¢ R* we have M # R such that
R is a local ring with maximal ideal M, according to (2.113). And this
again yields R\m = R* as claimed. Now suppose 0 # a € (), m*R, as
we have seen we may write a = wmF for some w € R* and k € N. But
by assumption on a we also have a = bm**! for some b € R. Dividing
by m* (R is an integral domain) we get w = bm and hence m € R* -
a contradiction. Thus we also got (0, m*R = 0.

e (b) = (a) Let v: R — INU{occ}:a~ sup{k € N |mF | al,
then we will prove that v is a discrete valuation on R: (1) if a = 0
then for any k € IN we clearly have m* | a and hence v(0) = oo.
Conversely if v(a) = oo, then we have m* | a for any k € IN and
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hence a € (), m*R = 0. (2) and (3) are easy by definition of v - refer
to the proof of (2.118.(ii)) for this. (4) Consider a and b € R with
v(a) <v(b). If b= 0 then a | b is clear, otherwise we write a = am’
and b = fm’ for i = v(a) and j = v(b). By maximality of i we get
m fa and hence « € R\mR = R*. Thus we may define h := o~ gm/
and thereby obtain ha = b such that a | b. (N) suppose m? | m,
then there was some h € R such that hm? = m and hence hm = 1,
which is m € R*. But in this case we had R* = R\mR =0 - a
contradiction. Thus we have v(m) < 1 which clearly is v(m) = 1.

(¢) = (f): Any PID is a noetherian UFD and by (2.54) an UFD
is a normal ring. And the maximal ideal M is non-zero, as we would
else find R* = R\ m = R\ {0}, which would mean that R was a field.
Thus let p <; R be any prime ideal of R, if p # 0 is non-zero, then p
already is maximal, due to (2.64.(i)). But in this case we necessarily
have p =M, as R was assumed to be local.

(f) = (e): First of all m is a finitely generated R-module, as R is a
noetherian ring. Thus if we had m = m? = mm then (as JACR = m)
Nakayama’s lemma (??) would imply m = 0 - a contradiction. Thus
we have m? C m, that is there is some m € M with m ¢ m?. In what
follows we will prove M = mR. (1) First note that m # 0 (as else
m € m?), thus by assumption and (2.20.(i)) we get

vmR = ﬂ{pESpeCR|mR§p} =m

In particular m C v/mR and hence there is some k € IN such that
m* C mR, by (2.20.(vii)). And of course we may choose k minimal
with this property (that is m*=! ¢ mR). Clearly k = 0 cannot occur
(as m € M and hence m is not a unit of R). And if K = 1 we are done,
as in this case we get M € mR C M. Thus in the following we will
assume k > 2 and derive a contradiction. (2) by minimality of k& there
is some a € M*~! with a ¢ mR. Let am := {ab | b € m}, as a € m+~!
we have am C m*~m = m* C mR. Now let z := a/m € E, where
E := QuoT R is the quotient field of R. Then clearly x ¢ R (that is
m ) a) as else a € mR in contradiction to the choice of a. (3) Now
it is easy to see that zm := {xb | b € M} is a subset 2m C R of R:
for any b € m we have b = ab/m € (1/m)mR = R. And in fact m
even is an ideal zm <; R of R (0 € M is clear, and obviously xm is
closed under +, — and multiplication with elements of R). Now by
construction we even get M # R (as else there would be some b € M
such that zb = 1. But this would imply m = ab € am C mF C m?2
(as we assumed k > 2) in contradiction to the choice of m). Thus
xM is a proper ideal of R and as R is a local ring with maximal ideal
m this implies zm C M. (4) Let us now choose generators of M, say
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m=>bR+---+b,R. Asazm C m there are coefficients a; ; € R (where
j €1...n)such that foranyi € 1...n

xb; = a;1b1 4+ -+ a;inby

Let us now define b := (b1,...,b,) and the n x n matrix A := (a;;)
over R. Then the above equations can be reformulated as Ab = zb,
that is b € kn (z1l — A). Thereby (z1l — A) is a n X n matrix over the
field E, and as it has a kernel we have det(zll — A) =0 € E. Thus if
f:=det(tll — A) € RJ[t] is the characteristic polynomial of A then we
have f(z) = det(z1l — A) = 0. But as R was assumed to be normal
and as f is a normed polynomial over R, this implies 2 = a/m € R or
in other words @ € mR, a contradiction. This contradiction can only
be solved in case k = 1 and then we have already seen M = mR.

e (e) = (c): First of all R is not a field, as M is a proper non-trivial
ideal of R (that is 0 # M # R). It remains to verify, that R is a PID,
where M = mR was assumed to be a principal ideal. To do this we
first let § := m* < R, as R is noetherian § is a finitely generated
R-module. And further we have mg =3 (” C” is clear and conversely
if a € § then for any k € IN there is some hy € R such that a = himk.
Therefore a/m = hj1m"* for any k € IN and hence a/m € § which is
a € Mj again). As M = JAC R the lemma of Nakayama (?77?) implies
that § = 0. We now define the following map

v: GR—-NU{x} : a—sup{keN|a C m~}

Obviously v is well defined, as @ € R = m" for any @ <; R. And if
0 # R, then @ is contained in some maximal ideal, which is @ C m and
hence (@) > 1. Now suppose v() = oo, this means @ C (), m* =0
and hence @ = 0. Of course both 0 and R are principal ideals. Thus
consider any ideal @ <; R with 0 # 0 # R. As we have just seen, this
yields 1 < k := v(@) € N. And as @ ¢ m**! we may choose some
a €0 with a € m¥1. As @ C mF we in particular have a € m*, that
is a = amF for some a € R. If we had a € M then a € m**! would
yield a contradiction. Hence o € R\ M = R* is a unit. Therefore we
found m* = mFR = am*R = aR C @ C m* and hence @ = m*R is a
principal ideal. Altogether R is a PID.

Proof of (2.125):

(i) By definition of a local ring it suffices to check R\ R* <; R. As R # 0
we have 0 € R\ R*. Now consider any a, b € R\ R* and r € R. Then
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ra € R\ R*, as else a=! = r(ar)~! and in particular —a € R\ R*. Tt
remains to show that a+b € R\ R*. Without loss of generality we may
assume a | b (else we may interchange a and b). That is b = ab for
some h € R and hence a+b = a(1+ h). Thus we have a+b € R\ R*,
aselse a=! = (14 h)(a+b)~L.

(i) By assumption R is an integral domain. Thus regard any finitely
generated ideal @ <; R. That is there are aj,...,a; € R (where
we may choose k minimally) such that @ = a;R + --- + axR. We
need to show that @ is a principal ideal, that is k¥ = 1. Thus assume
k # 1, then @ # a1 R (as k is minimal) and hence there is some
b € @ such that b € ayR. Now write b = a1b; + --- 4+ arbr and let
d := agby + -+ + axbg. If we had a; | d then d € a1 R and hence
b = aiby +d € a1 R, a contradiction. Thus we have d | a; as R is
a valuation ring. But this means a1 € dR C asR + --- + axR and
hence@=a1R+---+arR=asR+ - -+ apR in contradiction to the
minimality of k. This only leaves kK = 1 which had to be shown.

(ii) (¢) = (b) is true by (2.120.(iii)) and (b) = (a) is clear. Thus it
remains to verify (a) = (c): as R is a valuation ring, it is a Bezout
domain, by (i). Thus if R also is noetherian it clearly is a PID. But R
also is local by (i) and a local PID is a field or a DVR by (2.122).

Proof of (2.128):
It is clear that f + @, f N @ and f g are R-submodules again. If now rf C R
and s§ C R then we can also check property (2) of fraction ideals

(rs)(f+8) = s(rf)+r(sg) € R
r(fng) < rf C R
(rs)(fg) =  (f)(sg) < R

Further f : g is an R-submodule of F since: if z, y € f : § and a € R
then (az +y)§ C af +f = f. Thus it remains to prove that f : @ < R
truly is a fraction ideal. To do this let ff C R and s§ C R. As g # 0
we may choose some 0 # g € @, then clearly sg € §N R and sg # 0, as R
is an integral domain. But now (rsg)(f : ) € R as for any = € f : g we
get(rsg)z = r(zsg) € rf C R.

a

Proof of (2.130):
(b) = (a) is trivial, by choosing § := R : f. Thus consider (a) = (b):
that is we assume f§ = R for some § <; R. Then by construction we have
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gC{zeF|zf C R} =R:f Hence R=fg C f(R:f) C R (the latter
inclusion has been shown in the remark above) which is R = f (R : f). It re-
mains to verify the uniqueness of the inverse ¢ - but this is simply due to the
associativity of the multiplication. We start with fq = R = f (R : f). Mul-
tiplying (from the left) with g yields g = Rg = (fq) g =(gf)lg=g(fg) =
g(f(r:f)=@NH@R:f)=(fg) (R:f)=R(R:f)=R:f

Proof of (2.131):

(a) = (b): by assumption (a) we've got 1 € R = a§. Hence there are
some a; € 0 and z; € § such that 1 = aj21 + ...a,z, € 4. And as the
x; are contained in x; € § = a! = R :a we have ;0 € R as claimed.
(b) = (a): conversely suppose we are given such a; and z; then by
definition a¢; € @ and z; € R: 0. And as a1x1 +...a,x, = 1 we also we have
R C a(R:0) € Randhence R =0 (R :a). Thus we next concern ourselves
with the implication (b) == (c): suppose we have chosen some a; € @ and
x; € F as noted under (b), then we define two R-module homomorphisms

Y R"— 0 (r,...,m) — a1m1 + ... apTy

Y o 0— R" : aw (axy,...,az,)
Note that the latter is well-defined, since z;06 C R by assumption. But if
now a € @ is chosen arbitarily then we get

YvY'(a) = aarwy+ -+ +aapr, = a

as a1wy + -+ - + apwy, = 1. This is ¢y’ = 1 on @. Now regard the following
(obviously exact) chain of R-modules

0 — kn’t/}iRn—w>a — 0
As we have just seen, this chain splits, as ¥7)’ = 1 and hence @ is a direct
summand of the free R-module R™ (which in particular means that @ is
projective) by virtue of

R 2y askng : e (90),r - 9'h(r)

Conversely suppose (c), that is M = a® P, then we need to prove (b). To do
this we define the R-module homomorphisms ¢ : M — @ : (a,p) — a and
t:0 — M :aw (a,0). Then clearly pv = 1. As M is free by assumption
it has an R-basis {m; | i € I }. And hence any a € @ has a representation
in the form

a = ofa) = Q(Zaimi> = Z%Q(mz’)

i€l el
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Note that only finitely many of the a; are non-zero, as these are the coef-
ficients of the basis representation of ¢(a). This representation allows us to
define another R-module homomorphism

m 0> R a—q

Now consider any two non-zero elements 0 # a, b € @ then we see that
bri(a) = m;(ba) = m;i(ab) = am;(b). And hence we may define an element
z; € F independently of the choice of 0 # a € @ by letting

m;i(a)

Ty =

Note that only finitely many a; were non-zero and hence only finitely many
x; are non-zero. The one property is easy to see: if 0 # a € @ is any element
then we get z;a = mi(a) € R and hence x;0 C R. The other property
requires only slightly more effort: just compute

a = Zm(a)g(mi) = Zal‘ig(mz‘) = CL(inQ(mi))

iel el el

Recall that only finitely many x; were non-zero and for these let us denote
hi == o(m;). As a was non-zero we may divide by a to see that 1 =), z;h;
which was all that remained to prove.

O

Proof of (2.132):

e (a) = (b): as @ # 0 is non-zero a # 0 is non-zero and hence we may
choose q := (1/a)R. Then we clearly get 0q = (aR)(1/aR) = R.

e (b) = (a): as @ is invertible, it is a projective R-module. But R is
a local ring and hence any projective R-module already is free. Now
@ being free implies that @ is a principal ideal (if the basis contained
more than one element - say b; and bo - then baby + (—b1)b2 = 0 would
be a non-trivial linear combination).

Proof of (2.134):

We will now prove the equivalencies in the definition of Dedekind domains.
Amongother useful statements we will thereby proof (2.136.(i)) already.
Note that the order of proofs is somewhat unusual: (d) <= (e) followed
by () = (a) = (b) = (¢) = (b) = (d).
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e (d) = (e): consider any prime ideal § <; R and let U := R\ q,
that is Ry = U 'R. Then Ry is a local ring by (2.115). And as R
was assumed to be normal, so is Rq, by (2.109). And by (2.107) the
spectrum of Ry corresponds to {P €specR [P C q}. Yet if p # 0,
then p already is maximal by assumption and hence p = . Thus we
have {p €specR [P C q} = {0,9}. Thereby spec Rq has precisely
the prime ideals 0 (corresponding to 0 in R) and its maximal ideal
(corresponding to ) in R. Altogether it satisfies condition (f) of DVRs.

e (e) = (d): by assumption R is a noetherian integral domain. Thus it
remains to prove, that it is normal and satisfies spec R = smax RN{0}.
By assumption any localisation Ry is a DVR, hence a PID, hence an
UFD and hence normal by (2.54). And as R is an integral domain
this implies that R itself is normal, too by (2.110). Thus consider any
prime ideal 0 # P <; R. It remains to prove that P is maximal. Thus
we choose any maximal ideal ideal M with p C m. By assumption Ry
is a DVR, and hence has precisely the prime ideals 0 and My (2.122).
But as 0 # p € m by (2.107) the localisation Py, is a non-zero prime
ideal of Ry and hence P, = My. Invoking the correspondence again
we find p = M and hence P truly is maximal.

e RDVR = (a): let m be the maximal ideal of R and m a uniformizing
parameter, that ism = mR. (1) If now 0 # f <¢R is a non-zero fraction
ideal, then @ := f N R <; Ris an ideal of R. And by definition there
is some 0 # r € R such that rf C R. Recall that by (2.120.(iv)) in
a DVR r € R is uniquely represented, as r = om* with o € R* and
k = v(r) € N. Among those r € R with rf C R we now choose one
with minimal k£ = v(r). (2) We first note that @ # 0, just choose some
0+# 2 €f, then 7z € @ and as 7, z # 0 we also have 7z # 0. Thus by
(2.120.(v)) a is of the form @ = m"R for some n € IN. (3) Now

f — mn—k R

" C” if x € f then by (2) we have rz € @ = m"R, say rx = m"p.
Therefore 2 = m"p/r = o 'pm™* € m"*R. ” D7 If k = 0, then
r = o € R* is a unit and hence f = rf C R. Thus we get f =
@ = m"R = m™ *R. Now suppose k > 1, as k has been chosen
minimally, there is some 2 = a/b € f such that m*~'2 ¢ R. That is
b /m*~1a and hence v(b) > v(m*~'a) = k— 14 v(a) by the properties
of discrete valuations. However 7z € R and hence b | mFa. This
yields v(b) < v(amF) = k + v(a) altogether v(b) = k 4 v(a). Thus
if we represent a = am’ with o € R* and i = v(a) then b = Bm/
with 8 € R* and j = v(b) = k + 4. Therefore z = a/b = af~'m=*
such that rz = apB~' € R*. On the other hand rz € @ = m"R
and hence @ = R, that is n = 0. Thus m™* = fa~'2 € f such that
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m"*R =m ™ R C f. This settles the proof of the equality (3). But
now we have seen, that f = m" *R is a principal ideal, in particular
it is invertible, with inverse f = kR,

() = (a): if R is a field, then f = R is the one and only non-zero
fraction ideal of R. And f = R trivially is invertible, with inverse
f ! = R. Thus in the following we assume that R is not a field, then
we choose any non-zero prime ideal 0 # P <; R in R and let U := R\ Y.
That is U"'R = Ry and by assumption Ry is a DVR. Thus consider
a non-zero fraction ideal 0 # f <¢ R, then 0 # U™'f <¢ Ry is a
fraction ideal of Ry. But as we have just seen this implies, that U -'R
is invertible (regarding Ryp). But by the remarks in section 2.11 this
already yields that f is invertible (regarding R).

(a) = (b) is trivial, so we will now prove (b) = (c): by assump-
tion (b) any non-zero ideal is invertible and hence finitely generated
(by the remarks in section 2.11). And as 0 trivially is finitely generated
R is a noetherian ring. Now consider any non-trivial ideal @ <; R,
that is @ ¢ {0, R} and let Gy := 0. As @ # R we may choose some
prime ideal P, € spec R containing @ C P,, by (2.4.(ii)). Now let

a = ao(p,)" = G(R:p;) C G(R:00) = R

Here the inclusion R : p; € R : Gg holds because of 0y C P, and
ao(R : ap) = R is true because @y is invertible by assumption (a).
Hence 0; <; R is an ideal of R and by construction

a =06 = pm

We will now construct an ascending chaina@ =0y C a; € ... C Q...
of ideals of R. Suppose we have already constructed (; <; R and the
prime ideals P;,...,P, € spec R such that @ =9, ...p. 0. If 0 = R
then we are done as we have already decomposed @ = P, ... P, in this
case. Thus assume (0 # R. Then we may choose any prime ideal
Pj.y1 containing Ay C P, again. As for the case k = 1 above, we let
Opr1 = ak(pkﬂ)fl and find that 03,1 <; R is an ideal of R. Then by
construction we get

O = Py Pl = P PrePryr Oktr

As R is noetherian this chain stabilizes at some point @,, = 0,41 and by
construction this means 0,11 = 0, =9, 110041 As (0,41 is a finitely
generated R-module the lemma of Dedekind implies that there is some
p €9, such that (1 —p)a,4; = 0. But as R is an integral domain
and 0,41 # 0 this means that p = 1, which is absurd, since p,, .| # R
is prime. Thus the construction fails at this stage, which can only be
if 3, = R. And as we have mentioned already thisis @ =9, ...p,.
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e (b) = (2.136.(i)): the existence of the factorisation of non-trivial
ideals into prime non-zero ideals has been shown in (b) = (c)
already. Hence it only remains to show that the factorisation is unique
up to permutations. Thus assume P, ...p,, = q;...q,, where 0 # p,
and q ; i R are non-zero prime ideals. Whithout loss of generality we
assume m < n and use induction on n. The case m = 1 = n is trivial
so we are only concerned with the induction step: by renumbering we
may assume that §; is minimal among {q,,...,q, }. And as

Py Py & pp &

-

I
—

)

and {, is prime (2.11.(ii)) implies that there is some ¢ € 1...m such
that p, € q;. Now conversely as P, is prime and ¢, ...q,, € P, there
is some j € 1...n such that 4, € p; € q;. By minimality of q; this
means {; = ¢; and hence P; = ;. By renumbering we may assume
¢ = 1. Then multiplying by pl_l = ql_l yields Py...p,, = q5...q,, so
we are done by the induction hypothesis.

e (c) = any invertible prime ideal is maximal. Thus consider some
invertible prime ideal p <; R, in particular p # 0. We will show that
for any u € R\ P we get P+ uR = R. Suppose we had p + uR # R
then by (b) we could decompose p +uR = P, ...p,, for some prime
ideals p, <; R. Now take to the quotient ring R/p, then by (1.43)

0 # (wep)fify = PTuy = Py Py

But (u+ p)(R/P), being a principal ideal, is invertible. In particular
any of its factors P,/P is invertible with inverse given to be

Cre) " = (55 %) IT*y

Now we open up a second line of argumentation: we decompose the
ideal p +u?R =, ...q, and take to the quotient ring again

0 # @+l = PHER = Gy Gy

As (u+P)R/p)? = (u? +P)R/P we have found two decompositions of
(u? +p)R/p into prime ideals - to be precise we found

(/) e (Pfy)” = Wy o sy

R/p also satisfies the assumption (c) because of the correspondence
theorem and as any P,/p is invertible the decomposition is unique
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up to permutations - note that these truly are the only assumptions
that were used in the proof of (iii). Hence (by the uniqueness) we
get 2m = n and (pl/pﬂpl/p7 ce ,Pm/D,Pm/D) A (ql/p7 ce 7qn/p)
But by the correspondence theorem (1.43) again we can return to the
original ring R getting (py,9; ..., 9,,,9,,) «— (dy,--.,9,,). Therefore

p+uv’R = ¢,...q,

= PP PP
= (P+uR)’
p? +up +u*R

Hence p C p+ u?R = p> + u(p+uR) C p? +uR. Thus any p € P
has a representation as p = a + ub where a € p? and b € R. Thus
ub =p —a € P such that b € p. This is p = a + ub € P> + up and as
p has been arbitary p C p? + up = p(p + uR). Multiplying with p~1
this is R C P 4+ uR and hence finally p + uR = R.

(¢) = (b): we will first show that non-zero prime ideals 0 #p <; R
are invertible. To do this choose some 0 # a € P and decompose
aR=79p,...p,. As aR is invertible - with inverse (aR)™! = (1/a)R -
any P, is invertible, as its inverse is just

(») = 21w
i#j
As p is prime and P;...p, = aRR C P there is some ¢ € 1...n such
that p, € p. But P, is invertible and hence maximal (see above) such
that p; = p. Thus P is invertible. If now 0 # @ <; R is any non-zero
ideal then we decompose @ = P, ...p,, and as any P, is now known to
be irreducible we have a~1 = p;l ...p, 1 invertible.

(b) <= (c) and (b) = specR = smax RU {0}. We have just
established the equivalence (b) <= (c¢). And we have seen above that
(because of (c)) any invertible prime ideal is maximal. But because of
(b) any non-zero prime ideal already is invertible and hence maximal.

(b) = (d): we have already seen - in (b) = (c) - that R is
noetherian and that spec R = smax RU {0 }. Thus it only remains to
show that R is normal. If R is a field already then there is nothing to
prove, else let F' := QUOT R and regard x = a/b € F. If z is integral
over R then R[z| is an R-module of finite rank k£ + 1 := rankR|[x]. Let
now r := b* - as any element of R[] is of the form apz*+---+ajz+ag
(for some a; € R) we clearly have rR[z] C R (in particular R[z] <¢Ris
a fraction ideal of R). And hence for any n € IN we have s,, := ra™ € R.
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For any prime ideal p <; R let us now denote by vp(@) the multiplicity
of P in the primary decomposition of @, i.e. we let

P ...p,) = #{iel..m|p=p;} € N

Then clearly vy turns the multiplication of ideals into an addition of
multiplicities and hence ra” = s,b™ turns into

w(rR) +nvp(aR) = vp(spR)+np(bR)
Hence for any n € IN and any prime ideal p <; R we get the estimate
(rR) +n(vp(aR) —p(bR)) > wp(snR) > 0

By choosing n > p(rR) this implies that for any prime ideal p we
have vp(bR) < vp(aR). Writing down decompositions of aR and bR
we hence find that aR C bR. But this is b | a or in other words
x € R which had to be shown.

Proof of (2.138):

The proof of the equivalencies in the definition (2.137) and the properties
(2.138) of valuations of ideals in Dedekind domains is interwoven tightly.
Thus we do not attempt to give seperate proofs, but verify the properties
and equivalencies simultaneously.

ebh |0« acChbh ifa="0c then b C @ is clear. Conversely suppose

we had @ C b. If additionally b = 0 then @ = 0, too and hence we
may already take ¢ := R. Thus suppose 0 # 0 and let ¢ := b 'a <t R.
Then ¢ C 5_15 = R and hence ( =CN R <; R. But on the other hand
bc=00"a=ais clear, such that b | a.

In case M € M we may pick up My := M and k(0) := 0 reducing this
to to the case m € M. And if m € M then by renumbering we may
assume that m = m;. Thus regard @ := m’f(” . mﬁ("), then @ C mkM)
is clear and hence vy (@) > k(1), by definition of vy. Thus assume
vm > k(1), this means @ € m*M+! and by what we have just shown

there is some ¢ <; R such that = mFW+1e Therefore
mi® mke) = mkg = me € m

But as m is prime this means that there is some ¢ € 2...n such that
mf(’) C m. Clearly k(i) # 0 as else R C m and hence m; C m by the
same argument. But M; has been maximal and hence m; =M =m; in
contradition to the M; being pairwise distinct.
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(i)

(iii)

(iv)

Decompose 0 = m’f(l) .. .m,’i(”) and b = mll(” .. .mif”) as in the formu-
lation of (iii). Also as in the proof of (i) we may also assume that
m =m; (by picking up My :=m, £(0) := 0 and [(0) := 0 if necessary
and renumbering). Then it is clear that ab = m'f(””() . .mﬁ(”)”(”).
And using (i) the claim follows readily: vy (@) = k(1) + (1) =
vin (@) + v (D).

a0 | b < vm:up®d < vy). Clearly if @ = B¢ then by (ii)
we get v () = vy (0) + () > vp(B). Conversely decompose @ =
m’f(l) omE™ and b = mll(” _..mX™ once more. By (i) that is k(i) =
vm, (@) and 1(i) = vy, (). Thus by assumption we have [(i) < k(i)
and may hence define ¢ = m]f(l)_l(l)...mlfl(n)_l(l) <; R. Then by
construction we immediately get D¢ = @.

First let m(m) := min{ vy (a), vm(0) } for any M € smax R. Note that
for m = m; we in particular get m(m) = m(i) and if M is not contained
in the m; then m(m) = 0. And therefore we get

my Y me = T mm
m

Now consider any ideal ¢ <; R, then by the equivalencies we have
already proved for @ | B it is evident that we obtain the following
chain of equivalent statements

vm o () < vm(a+D)

a+b C ¢

aCcand bC¢

vm : ovm(C) <vm(@) and vm(C) < vm(D)
vm oo (C) < m(m)

1ot

Thus for a fixed M € smax R we may regard ¢ := mM’/. And by (i)
this satisfies vy (C) = j, that is we may take vy(C) to be any j € IN
of our liking. And therefore the above equivalency immediately yields
vm (0 4+ 0) = m(m) and hence the equality for a + b claimed.

Consider any two non-zero ideals @, b of R, then by (iii) @ and b are
coprime (i.e. @ + 0 = R) if and only if for any M € smax R we get
vm (@) = 0 or vy (D) = 0. In perticular for any M # M € smax R and
any k, [ € IN we see that m* and n! are coprime. Thus the claim follows
immediately from the original chinese remainder theorem (1.61).

If 0 = aR is a principal ideal, then we may take b := R, thena+b =R
and 00 = 0 = aR are satisfied trivially. Thus suppose @ is no principal

ideal (in particular @ # 0), then we may decompose @ = m’f(l) e mf}”)
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as usual. Now for any ¢ € 1...n pick up some b; € R such that
b; € mf(i) but b; & mf“”l (therehby mf(i)\III,If(i)Jrl # () is nonempty, as
we else had R = m; by multiplication with m; k(i)). Hence by (iv) there
is some b € R that is mapped to (b; € mf(")“) under the isomorphism
of the chinese remainder theorem. That is for any ¢ € 1...n we have
b—i-mf(i)Jrl = b¢+mf(i)+1. In particular we find b € mf“) and b & mf“)“
again. This is to say that vy, (b) = k; for any ¢ € 1...n. That is if
we decompose bR then there are some n < N € IN, ml; € smax R and

1 < k(i) € N (where i € n+1...N) such that

bR = [[m*™ = lj_v[mf“)
m =1

Note that n < N, if we had n = N then bR = @ already would be
a principal ideal, which had been dealt with already. Thus if we let
b= mf;(ffl) .. .m%N), then it is evident, that 60 = bR is principal.
But also by construction @ and b satisfy vy (a) = 0 or vy (6) = 0 for any

m € smax R. And as we have already argued in (iv) this is @ +0 = R.

d

Proof of (2.136):

Note that (i) has already been shown while proving the equivalencies in the
definition of Dedekind domains on page 373. Thus it only remains to verify
(ii) to (v), which we will do now:

(v) Let us denote the mapping (of course we still have to check the well-
definedness) given by @, that is ®(a + m*) := a/1 + M*Ry. Now
consider any a, b € R and u, v ¢ M, then in a first step, we will prove

a b
a‘kaRm—F;-i-mkRm <~ av—buemk

If av — bu € M* then (as uv € M) it is clear, that (a/u) — (b/v) =
(av — bu)/uv € MFRy. And thereby also a/u + M*Ry + b/v + m* Ry,
Conversely let us assume (av — bu)/uv = (a/u) — (b/v) € M*Ry. That
is there are some m € M* and w ¢ M such that (av — bu)/uv = m/w
and hence w(av — bu) = muv € mF. Therefore w(av — bu)R C m*
such that by (2.137) and (2.138)

E o= vmm*) < vpwlav —bu)) = vp(w)+ vm(av — bu)

Yet w ¢ M and hence vy (w) = 0. Therefore we get vy(av — bu) = k
and this translates into av—bu € MF as claimed. And this immediately
yields the equivalencies: a+mF = b+m* iff a —b € m* iff ®(a+mF) =
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(i)

(iii)

®(b+ mk). And this has been the well-definedness and injectivity of
®. Thus it remains to prove the surjectivity of ®: we are given any
a/u + MFRy and need to find some b € R such that a/u + MFRy =
b/1+mFRy. Yet u & M and M is a maximal ideal, that is R/M is a
field and hence there is some v ¢ M such that v+M = (u+m)~1. That
is 1 —uv € M and in particular (1 — uv)® € m*. But by the binomial
rule we may compute

1

k
(- = -1 = 0FY (] wo -t

=0
- g(—ni(’;)(uu)i = 1+u§;(—1)i<l§)u”ui

That is we get (1 — uv)]’C = 1 4 ugq for some adequately chosen ¢ € R.
Then we define b := —agq, now an easy computation yields a — bu =
a(l +uq) = a(l — uv)*® € m*. Thus by the above equivalency we find
O(b+mF) = a/u+ mkERy.

(1) Let us first assume, that @ = mM* is a power of a maximal ideal
m < R If k=0, then @ = R such that R/@ = 0 such that
we have nothing to prove. Thus assume k£ > 1, then by (v) R/a
is isomorphic to Ry /0Ry. But as R is a Dedekind domain Ry is a
DVR (by (2.134.(e))) and in particular a PID (by (2.122.(c))). There-
fore the quotient Ry /QRy is a principal ring (see section 2.6). Thus
the isomorphy shows, that R/@ is a principal ring. (2) Now consider
any 0 % 0 <; R. We have already dealt with the case @ = R in
(1).(k = 0). Thus suppose @ # R and decompose 0 = m’f(l) e fl(n)
(with n(z) > 1). Then by the chinese remainder theorem in (2.138)

R ~ R R
Now every R/mf“) is a principal ring due to case (1). But the direct
sum of principal rings is a principal again, due to the some remark in
section 2.6. Thus the isomorphy shows, that R/@ is a principal ring.

Consider any @ <; R and 0 # a € R, then by (ii) R/aR is a principal
ring and hence (0/aR is a principal ideal - say 0/aR = (b+aR)(R/aR)
for some b € R. As b+ aR € 0/aR it is clear that b € 0, in particular
aR + bR C a. Now consider any ¢ € @, then ¢ + aR € a/aR =
(b + aR)(R/aR). That is there is some v € R such that ¢ + aR =
(b4 aR)(v + aR) = bv + aR. Hence ¢ — bv € aR which means that
c—bv = au for some u € R. And as ¢ = au+ bv € @ has been arbitary
this also is @ C aR + bR
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(iv) Let us denote the set of all prime ideals that are not principal by
P - formally P := {p €specR |Ape R:p=pR}. (1) clearly n :=
#P < o0, as P C specR\ {0} = smax R and the maximal spectrum
of R is finite by assumption. If we have n = 0 then any prime ideal
is principal. Thus if @ <; R is any ideal decompose 0@ = P, ...P,
where P, < R is prime (using (c)). Then p, = p;R is principal
and hence 0 = aR is principal, too by letting a := p;...pr. Thus it
suffices to assume n > 1 and to derive a contradiction. (2) Let us
denote b :=p,...p, and a:=p, b=p?p,...p,. Then a # b, as else
R=00"=ab"" =p, - a contradiction (recall that b # 0, as R is
an integral domain and hence we may apply (b)). (3) Next we claim
that there is some u € P, such that u ¢ p?, u & P, for any i € 2...n
and P; = a+uR. In fact @ # 0, as R is an integral domain and hence
R/ is a principal ring by (ii). And as P, /0 is an ideal of R/q, there is
some u € R such that

P = wroffy = atuly,

By the correspondence theorem we find p; =a+uR as @ C p;. Thus
suppose u € P2, then p = G+ uR C p? C p, and hence p, = p2.
Dividing by p; we would find R = p;, a contradiction. And if we
suppose u € P, then likewise p; = @ +uR C p,. But as P, already is
maximal this would imply P, = P, a contradiction (to 7 # 1). (4) now
we prove that uR =P, 4, ...q,, for some prime ideals q; ¢ P. First of
all uR admits a decomposition uR = (. ..{,, according to (b). Then
Jog---9,, = ulR € P; and hence q, € P, for some j € 0...m, as P, is
prime. Without loss of generality we may assume j = 0. Then §, C P,
and this means §, = P;, as , is maximal (it is non-zero, prime). Thus
we have established the decomposition uRR =9, q; ...q,,, now assume
q; € P for some j € 1...m. If we had q; = P, for some i € 2...n
then u € uR C P, in contradiction to (3). And if we had q; = p; then
u € uR C p? in contradiction to (3) again. (5) Thus the q; ¢ P are
principal ideals, say 9, = gjR. Then we let ¢ := q1 ...¢q;, and thereby
finduR=9,9,...9,, =9, (¢R). Thus uR C ¢R, say u = qu for some
v € R. Then dividing by ¢R we find p; = (u/q)R = vR such that
P, € P - a contradiciton at last.

Proof of (2.64):

It remains to prove statement (iv) of (2.64), as parts (i), (ii) and (iii) have
already been proved on page 326. So by assumption every prime ideal P
of R is generated by one element p = pR. In particular any prime ideal p
is generated by finitely many elements. Thus R is notherian by property
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(d) in (2.27). Further 0 # p = pR implies p to be prime by (2.47.(ii))
(and as R is an integral domain this also means that p is irreducible due
to (2.47.(v))). In particular any nonzero prime ideal 0 # P <; R contains
a prime element p € P (namely p with p = pR). And thus R is an UFD
according to property (e) in (2.49). And by (??) this implies that R even
is a normal domain. Now regard a non-zero prime ideal 0 # p = pR <; R
again and suppose P C 0 <; R for some ideal 0 of R. If @ # R then @ is
contained in some maximal ideal @ € M <; R of R. And as any maximal
ideal M is prime, by assumption there is some m € R such that m = mR.
Now pR=p C a € m = mR implies m | p. That is there is some ¢ € R
such that gm = p. But as p is irreducible, this implies ¢ € R* (as m € R*
would imply m = R). That is p & m and hence P = M such that p = @, as
well. This mean that P already is a maximal ideal of R. Altogether we have
proved, that R is a normal, noetherian domain in which any non-zero prime
ideal is maximal. But this means that R is a Dedekind domain according to
(c) in (2.134). Now consider any ideal @ <; R. Then due to (b) (2.134) there
are prime ideals p;,...,p,, <i Rsuch that @ =P, ...p, . By assumption there
are p; € R such that p, = p; R and hence 0 = (p1R) ... (poR) = (p1...pn)R
is a principal ideal, too. As @ has been arbitary, this finally means that R
is a PID.

O

Proof of (2.116):

7<” as R is noetherian we may find finitely many my, ..., m; € M such that
m = Rmi+---+ Rmy. We now choose k minimal with this property, that is
k = rankr(m). Then it is clear that {m; +m? | i € 1...k} is a generating set
of m/m? (given any n +m? € m/m? we may choose ay,...,a, € R such that
n = aimy +...apny and thereby n4+m? = ay(my +M?) +- -+ ap(mg +m?)).
And thereby we have

dimE<m/m2> < #{mi—i-mz\iel...k} < k = rankg(m)

">” choose any E-basis {m; + m? | i € 1...k} of m/m?, then we let
@ := Rmq + --- + Rmy,. Then by construction we have m = a + m? (it
is clear that m? C m and as any m; € M we also have @ C m, together
a4+ m? C m. Conversely if we are given any n € M then we may choose
ai +M € E such that n +m? = 3" (a; + M)(m; +m?) = (3, a;m;) + m2.
Hence we have n—3_, a;m; € M? which means n € a+m?). Now remark that
JACR =m, as Ris alocal ring. Further we have m? = mm and M is a finitely
generated R-module, as R is noetherian. Thus by the lemma of Nakayama
(?77.(??)) we find M = @ and in particular rankg(M) < k = dimg(m/m?).

O
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